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1 Technical details and a notion based
on Arzela–Ascoli

Convention: the notions A ⊂ B and A ⊆ B are equivalent. The latter one will be avoided
below.

1.1 Topological and metrical definitions

In the following let M be any set. A set of subsets τ ⊂ 2M is called a topology if
∅,M ∈ 2M , τ is closed under finite intersections and closed under arbitrary unions, i.e.
if Ui ∈ τ for some index set I then Ui∩Uj ∈ τ for i, j ∈ I and ∪i∈IUi ∈ τ . An element of
τ will be called open and its complement closed. A set A ⊂ M is called a neighborhood
of x ∈ M if there is an open set U ⊂ A with x ∈ U . The topology τ is called Hausdorff
if for all distinct x, y ∈M there are open neighborhoods Ux and Uy of x and resp. y such
that x /∈ Uy and y /∈ Ux.
For an arbitrary set A we define the closure clA of A and its interior intA as follows

clA =
⋂

A⊂C closed

C

intA =
⋃

A⊃U open

U,

i.e. clA is the smallest closed set containing A and intA is the largest open set contained
in A. It is easy to show that clA is closed and intA is open.
The tuple (M, τ) will be called a topological space. With the help of a topology we can

define the notion of convergence of sequences1: Let (xn)n∈N be a sequence in M . We say
(xn)n∈N converges to x, written xn → x, if for all open set U there is an N > 0 such that
xn ∈ U for all n ≥ N .
A function f : (M, τ)→ (M, τ ′) between two topological spaces is called continuous if

for all open set U ′ ∈ τ ′ if f−1(U ′) ∈ τ .
Let A ⊂ B be two subsets of M . We say A is dense in B if for all neighborhoods U of

x ∈ B it holds U ∩A 6= ∅. Call M separable if there is a countable subset A = {xn}n∈N
which is dense in M .
A family {Ui}i∈I is called open cover of a set A ⊂M if

A ⊂
⋃
i∈I

Ui.

1Without countability properties the closure of a subset Amay be larger than the set of all accumulation
points of sequences in A. Extending the notion of convergences to nets this is indeed true.
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1 Technical details and a notion based on Arzela–Ascoli

A subset K is compact if every open cover {Ui}i∈I of K admits a finite subcover, i.e.
there is a finite subset I ′ ⊂ I with

K ⊂
⋃
i∈I′

Ui.

From the definition it follows that any compact subset is closed. An arbitrary subset
A ⊂M is called precompact if its closure is compact. A topological space (M, τ) is called
locally compact if every x ∈M admits a compact neighborhood.

If A is a subset of M then the topology τ induces a topology τA on A as follows

τA = {U ∩A |U ∈ τ}.

This allows us to use topological notions relative toA, e.g. Ω ⊂ A is called open/closed/compact
in A if it holds for the topological space (A, τA).

A function d : M ×M → [0,∞) (resp. d : M ×M → [0,∞]) is called metric (extended
metric) if for all x, y, z ∈M it holds

• (definiteness) d(x, y) = 0 ⇐⇒ x = y

• (symmetry) d(x, y) = d(y, x)

• (triangle inequality) d(x, z) ≤ d(x, y) + d(y, z).

Remark. It is possible to drop the symmetry assumption. However, the notions of
(open/closed) balls and Cauchy sequence as well as topology might depend on the order,
i.e. whether d(x, x0) < ε or d(x0, x) < ε.
The tuple (M,d) will be called metric space. Every metric spaces induces a topology τd
on M as follows

τd = {A ∈ 2M | ∀x ∈M∃r > 0 : Br(x) ⊂ A}
where Br(x), the open ball at x of radius r, is defined as follows

Br(x) = {y ∈M | d(x, y) < r}.

Similarly the closed2 ball B̄r(x) at x of radius r is defined as

B̄r(x) = {y ∈M | d(x, y) ≤ r}.

It is easy to see that every open ball of positive radius is an open set (w.r.t. τd) and
every closed ball is a closed set. Note, however, that the closure of an open ball might
not be the closed ball of the same radius. We observe that any topology induced by a
metric space is necessarily Hausdorff.
Using the metric it is possible to show that a sequence (xn)n∈N converges to x (w.r.t.

τd) if and only if
lim
n→N

d(xn, x) = 0.

By definiteness this shows that the limit of a converging sequence is unique. In partic-
ular, any metric induces a Hausdorff topology. Furthermore, the usual ε − δ-notion of
convergence is equivalent to either of the two convergences as well.

2
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1 Technical details and a notion based on Arzela–Ascoli

Lemma 1.1. A subset A ⊂ M is closed if and only if for all xn → x with xn ∈ A it
holds x ∈ A.

Proof. Note that it suffices to show that A = clA. Indeed, if xn → x with xn ∈ A then
automatically x ∈ clA.
Let x ∈ clA\A. Assume by contradiction that there is an n0 ∈ N with B 1

n0

(x)∩A = ∅.

Then A ⊂ clA\B 1
n0

(x) and clA\B 1
n0

(x) is closed. This, however, is a definition of clA

as being the smallest closed subset containing A.
Hence we have shown that for all n ∈ N the sets B 1

n
(x)∩A are non-empty. Now choose

a sequence xn ∈ B 1
n

(x) ∩A and observe that xn → x. In particular, any x ∈ clA\A is a
limit point of a converging sequence in A.

A sequence (xn)n∈N is called Cauchy sequence if for all ε > 0 there is an Nε > 0 such
that for all n,m ≥ Nε

d(xn, xm) < ε.

A metric space (M,d) is called complete if every Cauchy sequence is convergent.
In a metric space compactness can be characterized as follows:

Proposition 1.2. Let (M,d) be complete and C ⊂ M be a closed subset. Then the
following are equivalent:

• (covering compact) C is compact, i.e. every open covering of C admits a finite
subcover.

• ( sequentially compact) Every sequence in C admits a converging subsequence
with limit in C.

• (totally bounded - externally) For every ε > 0 there are finitely many x1, . . . , xn ∈
M with

C ⊂
n⋃
i=1

Bε(xi)

• (totally bounded - internally) For every ε > 0 there are finitely many x1, . . . , xn ∈
C with

C ⊂
n⋃
i=1

Bε(xi).

Furthermore, (M,d) is locally compact if and only if for every x ∈ M there is an r > 0
such that B̄r(x) is compact.

The definition of total boundedness immediately implies that every totally bounded
set as well as its closure is separable. Also note that the proposition may be applied to
precompact sets.

Corollary 1.3. Let (M,d) be complete and A ⊂ M be any subset. Then the following
are equivalent:
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1 Technical details and a notion based on Arzela–Ascoli

• (covering precompact) A is precompact, i.e. every open covering of clA admits
a finite subcover.

• ( sequentially compact) Every sequence in A admits a converging subsequence
(with limit in clA).

• (totally bounded - externally) For every ε > 0 there are finitely many x1, . . . , xn ∈
M with

A ⊂
n⋃
i=1

Bε(xi)

• (totally bounded - internally) For every ε > 0 there are finitely many x1, . . . , xn ∈
C with

A ⊂
n⋃
i=1

Bε(xi).

We also observe the following corollary which might turn out to be useful later on.
Using the metric it is possible to strengthen the notion of continuity as follows:

Definition 1.4 (uniformly continuous). A function f : (X, dX) → (Y, dY ) is called
uniformly continuous if for all ε > 0 there is a δ = δ(ε) > 0 such that

d(x, y) < δ =⇒ d(f(x), f(y)) < ε.

The function is called locally uniformly continuous every point p ∈ M admits a neigh-
borhood U 3 p such that f

∣∣
U
is uniformly continuous.

The following lemma is left as an exercise.

Lemma 1.5. If X is compact then any continuous function is uniformly continuous.

In order to describe uniform continuity it often helps to quantify the ε − δ-notion as
follows:

Lemma 1.6. A function f is uniformly continuous if and only if there is an non-
decreasing function ω : (0,∞) → [0,∞) with ω(t) → 0 as t → 0 such that for all
x, y ∈M it holds

d(f(x), f(y)) < ω(d(x, y)).

In this case we say f is ω-uniformly continuous or f has modulus of uniform continuity
equal to ω.

Proof. If for some ε0, t > 0 it holdsδ(ε) > t for all ε ≤ ε0 then it is possible to show that
f is constant on all balls Bt(x), i.e. f is locally constant. I Similarly, if f is ω-uniformly
continuous with ω(t) = 0 for some t > 0 then it is locally constant. In either of such
a case the equivalence holds trivially. Thus w.l.o.g. we may assume f is not locally
constant.
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1 Technical details and a notion based on Arzela–Ascoli

Let f be uniformly continuous and define

ω(t) = inf{ε | t < δ(ε)}.

It is easy to see that ω is non-decreasing and we have ω(t) > 0 for all t > 0 as f is not
locally constant.
From the definition of we have for all n there is an ε > ω(t) with

ε ≤ ω(dX(x, y))− 1

n

with d(x, y) < δ(ε). Then uniform continuity of f shows

dY (f(x), f(y)) < ε < ω(dX(x, y)).

It remains to show that ω(t)→ 0 as t→ 0. Assume this is not the case. Then for some
ε0 > 0 it holds ω( 1

n) ≥ ε0 for all 1
n . However, this implies δ(ε0) ≤ 1

n which is not possible
from the definition of uniform continuity.
Assume now f is not locally constant and ω-uniformly continuous and let ε > 0. Since

ω is positive and non-decreasing and ω(t) → 0 as t → 0 there is a t > 0 such that
ω(t) ∈ (0, ε). Choosing δ = t we obtain

dY (f(x), f(y)) ≤ ω(dX(x, y)) ≤ ω(t) ≤ ε

which proves the claim and thus the lemma.

Example 1.7. If ω = Ctα for some α ∈ (0, 1] then f is called Hölder continuous (with
modulus (C,α)). If α = 1 then it is called Lipschitz continuous. The smallest possible
C in the definition of Lipschitz continuity will be called the Lipschitz constant.

Definition 1.8 (Uniform/biHölder/biLipschitz equivalence). Two metric spaces (X, dX)
and (Y, dY ) will be called uniformly equivalent if there is a bijective map ϕ : X → Y such
that ϕ and its inverse ϕ−1 are uniformly continuous. If both are Hölder or resp. Lipschitz
continuous then we call the two metric spaces biHölder (resp. biLipschitz) equivalent.
Either of the notion may holds locally if there are bijective maps such that ϕ and ϕ−1

are locally uniformly continuous.
We say (X, dX) and (Y, dY ) are isometric if ϕ and ϕ−1 are Lipschitz continuous with

constant 1. In that case ϕ is bijective and

dX(x, y) = dY (ϕ(x), ϕ(y))

for all x, y ∈ X.

Proposition 1.9 (Extension Lemma). Assume A is dense in a metric space (X, dY )
and (Y, dY ) is complete. If f : A → Y is an ω-continuous map then there is a unique
ω-continuous map f̃ : X → Y with f̃

∣∣
A

= f .
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1 Technical details and a notion based on Arzela–Ascoli

Proof. Let x ∈ X. Since clA = X by Lemma 1.1 there is a sequence xn → x with
xn ∈ A. Set yn = f(xn). Since (xn)n∈N is Cauchy and ω(t)→ 0 as t→ 0 we have

lim
n,m→∞

d(yn, ym) ≤ lim
n,m→∞

ω(d(xn, xm)) = 0

we see that (yn)n∈N is also Cauchy. By completeness there is a y with yn → y. If y is
unique then setting f̃(x) = y gives a unique value at y. We leave it to the reader to show
that f̃ is ω-uniformly continuous.

To see that y is unique let (x̃n)n∈N be another sequence with x̃n → 0. Then there is a
ỹ ∈ Y with f(x̃n) = ỹn → ỹ. Since d(xn, x̃n)→ 0 we see that

d(yn, ỹn) ≤ ω(d(xn, x̃n))→ 0

implying that y = ỹ.

Definition 1.10 (proper metric space). A metric space (M,d) is called proper or bound-
edly compact if every bounded closed subset is compact.

By Corollary 1.3 we see that a variant of the classical Heine–Borel Theorem applies to
any proper metric space, i.e. any bounded sequence has a convergent subsequence. Fur-
thermore, a proper metric space is separable and complete. Indeed, completeness follows
as such spaces are locally compact. To see separability observe that M = ∪n∈NB̄N (x0)
and that B̄N (x0) is compact and thus separable.
A proof of the following using ultralimits can be found in the next chapter.

Theorem 1.11 (Arzela–Ascoli). Assume (fn : (X, dX) → (Y, dY ))n∈N is a sequence of
ω-uniformly continuous functions between a separable metric space (X, dX) and a proper
metric space (Y, dY ) such that for some x0 the sequence (fn(x0))n∈N is bounded. Then
there is a subsequence (fnk) such that for all x ∈ X the sequences (fnk(x))nk∈N are
convergent to points f(x) such that f : (X, dX) → (Y, dY ) is ω-uniformly continuous.
If (X, d) is compact then this pointwise convergence is uniform, i.e. supx∈M |fnk(x) −
f(x)| → 0 as k →∞.

1.2 Quantifying compactness

Definition 1.12 (ε-net). A subset A ⊂M is an ε-net of the metric space (M,d) if for all
y ∈ M there is an x ∈ A with d(x, y) < ε. A ε-net A is minimal if for all x ∈ A the net
A\{x} is no an ε-net. Define N (M,d)(ε) ∈ N ∪ {∞} to be the minimal number of points
needed to form an ε-net.

We often use the notation A ⊂ B is an ε-net if A is an ε-net of (B, d
∣∣
B×B).

Definition 1.13 (ε-separated sets). A subset B ⊂M is an ε-separated set of the metric
space (M,d) if for x, y ∈ B it holds d(x, y) ≥ ε. An ε-separated set B is maximal for
x ∈ M\B the set B ∪ {x} is not an ε-separated set. Define M (M,d)(ε) ∈ N ∪ {∞} to be
the maximal number of points that can form an ε-separared set.
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1 Technical details and a notion based on Arzela–Ascoli

It is easy to see that N (M,d) and M (M,d) are non-increasing

Lemma 1.14. Every maximal ε-separated set B is an ε-net. In particular, N (M,d)(ε) ≤
M (M,d)(ε).

Proof. If this was wrong then there is an x ∈M with d(x, y) ≥ ε for all y ∈ B. But then
B ∪ {x} forms an ε-separated set which is not possible by maximality of B.

Lemma 1.15. Any 2ε-separated set has at most N (M,d)(ε) number of points. In partic-
ular, M (M,d)(2ε) ≤ N (M,d)(ε).

Proof. Let B is an 2ε-separated set and A an ε-net with #A = N (M,d)(ε), i.e. A is a
minimal ε-net. Let a ∈ A and b, b′ ∈ B be such that d(a, b′), d(a, b) ≤ ε. Then d(b, b′) < 2ε
implying b = b′. In particular, for all b ∈ B there is a unique a(b) ∈ B. Thus #B ≤ #A
proving the claim.

The following observation follows from the fact that total boundedness is equivalent
to being precompact.

Corollary 1.16. The completion of a metric space (M,d) is compact if and only if
N (M,d) (or M (M,d)) are finite-valued.

1.3 Product and Quotient spaces, and limits of spaces via
Arzela–Ascoli

Given finitely many metric spaces (Mn, dn), n = 1, . . . , N , we may define product metric
on the product ×Nn=1Mn as follows: Let F : RN → [0,∞) be a norm on N . Then for
(xn), (yn) ∈ ×Nn=1Mn

dF ((xn), (yn)) = F (d(xn, yn))

defines a metric on×Nn=1Mn such that the natural “coordinate” projections πk : (xn) 7→ xk
are Lipschitz continuous with constant F (ek). Since any two norms on RN are biLipschitz
equivalent3 we see that any two metric products are biLipschitz equivalent. In particular,
the notion of uniform continuity of on two such products only differs up to a constant.
As an abbreviation we use M1 ×pM2 = (M ×M,d`p) where ‖(x, y)‖`p = p

√
xp + yp and

resp. ‖(x, y)‖∞ = max{|x|, |y|}.
Lemma 1.17. If (M,d) is a metric space then d : M ×M → [0,∞) is 1-Lipschitz on
M ×1 M .

Proof. Assume w.l.o.g. d(x1, y1) ≥ d(x2, y2). Then applying the triangle inequality twice
we get

|d(x1, y1)− d(x2, y2)| = d(x1, y1)− d(x2, y2)

≤ {d(x1, x2) + d(x2, y2) + d(y2, y1)} − d(x2, y2)

≤ d(x1, x2) + d(y1, y2) = d((x1, y1), (x2, y2)).

This proves the claim.
3Usually it is just called “any two norms are equivalent”.
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1 Technical details and a notion based on Arzela–Ascoli

A pseudo metric is a function δ : M ×M → [0,∞) on a set M that is symmetric and
satisfies the triangle inequality. As for a metric any pseudo metric δ induces a topology
on M . However, this topology is Hausdorff if and only if δ is a metric.
The following lemma is left as an exercise.

Lemma 1.18. Let (M, τ) be a topological space and {Cq}q∈N ⊂ 2M\τ be a closed parti-
tion for an index set N , i.e Cq is closed Cq ∩ Cr = ∅ for q 6= r and⋃

q∈N
Ci = M.

Then the following set
τN = {Ω ⊂ N |

⋃
q∈Ω

Cq ∈ τ}

is a topology on N and the natural projection π : M → N is continuous where π is defined
by π(x) = q whenever x ∈ Cq.
Corollary 1.19. If δ : M ×M → [0,∞) is a continuous pseudo metric on (M, τ) then
is a metric space (N, d) and a continuous projection π : M → N such that

δ(x, y) = d(π(x), π(y)).

Furthermore, if (M, τ) is compact then (N, d) is a compact metric space.

Proof. By symmetry x ∼δ y defines an equivalence relation. Since δ is continuous we see
that the sets of equivalence classes [x] is closed. Hence the index set N of the equivalence
classes can be made into a topological space (N, τN ).
Assume x ∼δ x′ and y ∼δ y′. Since δ(x, x′) = δ(y, y′) = 0 we see

δ(x, y) ≤ δ(x, x′) + δ(x′, y′) + δ(y′, y)

= δ(x′, y′)

≤ δ(x′, x) + δ(x, y) + δ(y, y′) = δ(x, y)

implying that d(x, y) = d(x′, y′). Thus there is a uniquely define function d : N ×
N → [0,∞) with δ(x, y) = d(π(x), π(y)). This function is symmetric and satisfies the
triangle inequality. To see that it is definite observe that whenever d(π(x), π(y)) = 0
then δ(x, y) = 0 so that π(x) = π(y). Here we used the fact that π is onto.

In the following we will denote by (Nδ, dδ) the metric space obtained from a pseudo
metric on (M, τ).

Given a modulus of continuity ω and a metric space (M,d) define the following space

Xω = {[(Nδ, dδ)] | δis an ω-uniformly continuous pseudo metric on M ×M}

where [(N, d)] denotes the equivalence class of all metric spaces isometric to (N, d).
On Xω we define the following notion of convergences: We say [Nn, dn]→ [N∞, δ∞] if

for some [Nδn , dδn ] = [Nn, dn] for n ∈ N ∪ {∞} and δn → δ pointwise. Observe that the
pointwise limit of a sequence of pseudo metrics is itself a pseudo metric.
We first need the following lemma whose proof relies on the Gromov–Hausdorff con-

vergence which will be introduced later on.
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1 Technical details and a notion based on Arzela–Ascoli

Lemma 1.20. Assume (M,d) is compact,δn → δ, δn is ω-uniformly continuous and
[N, d] = [Nδn , dδn ]. Then [N, d] = [Nδ, dδ].

Proof. Let {xk}Lεk=1 be an ε-dense set inM . Then {[xk]δn}
Lε
k=1 and {[xk]δ}Lεn=1 are γ-dense

in their corresponding spaces where γ = ω(ε). Choose n large enough so that sup |δn−δ| <
γ. Thus whenever δn(xk, xl) = 0 then δ(xk, xl) < γ. So for each k ∈ {1, . . . , Lε} we may
choose ϕn(k) among 1, . . . , Nε such that ϕn(k) = ϕn(k′) and [xk]δn = [xϕn(k)]δn whenever
[xk]δn = [xk′ ]δn .
For each [x]δn 6= [xk]δn choose k([x]δn) such k([xk]δn) = [xk]δn and δn(x, xk([x])) ≤ γ.

Now define a map Φn : [x]δn 7→ [xϕn(k([x]δn ))]δ and observe that Φn({[xk]δn}
Lε
k=1) (and

hence Φn(Nδn)) is an 2γ-net of Nδ. Indeed, if [x] ∈ Nδ then there is an xl with δ(x, xl) <
γ. From the triangle inequality we obtain

δ(x, xϕn(l)) ≤ δ(x, xl) + δ(xl, xϕn(l)) < 2γ.

Also observe for k = k([x]δn) and l = k([y]δn) we have

|d(Φn([x]δn),Φn([y]δn))− dδ([x]δ, [y]δ)| = |δn(xϕn(k), xϕn(l))− δ(x, y)

≤ γ + |δ(xϕn(k), xϕn(l))− δ(x, y)|
≤ γ + δ(xϕn(k), x) + δ(xϕn(l), y) ≤ 5γ.

Hence Φn : Nδn → Nδ is a 2γ-approximation.
A similar argument gives a 2γ-approximation Ψn : Nδ → Nδn . Since γ will be arbi-

trary small as n → ∞ we see that dGH((Nδn , dδn), (Nδ,dδ)) → 0. But by assumption
dGH((Nδn , dδn), (Nδ1 , dδ1)) = 0 so that dGH((Nδ, dδ), (Nδ1 , dδ1)) = 0 which by complete-
ness of the spaces proves that (Nδ, dδ) and (Nδ1 , dδ1) are isometric.

Proposition 1.21. Assume (M,d) is compact. Then the notion of convergence described
above is induced by a metric d(ω) making (Xω, dω) into a compact metric space.

Proof. Define dω as follows:

dω([N, d], [N ′, d′]) = inf{ sup
x,y∈X

|δ(x, y)− δ′(x, y)| | [N, d] = [Nδ, dδ], [N
′, d′] = [Nδ′ , dδ′ ]}.

It is easy to see that dω is symmetric and satisfies the triangle inequality. By Arzela–Ascoli
the infimum is actually attained by pseudo metrics δ and δ′. Indeed, if the tuples (δn, δ

′
n)

form a minimizing sequences then by Arzela–Ascoli a subsequences converges to a tu-
ple of pseudo metrics (δ, δ′) and by the previous lemma [N, d] = [Nδ, dδ] as well as
[N ′, d′] = [Nδ′ , dδ′ ]. The same argument also yields that any sequence in Xω has a
convergent subsequence.
From this we conclude definiteness of dω as follows: If dω([N, d], [N ′, d′]) = 0 then for

some δ = δ′ it holds [N, d] = [Nδ, dδ] = [N ′, d′], i.e. (N, d) and (N ′, d′) are isometric.

The following lemma helps to verify whether a given pseudo metric is ω-uniformly
continuous.

11



1 Technical details and a notion based on Arzela–Ascoli

Lemma 1.22. Assume δ is a pseudo metric and for all x ∈ M the functions δx =
δ(x, ·) : M → [0,∞) are ω-uniformly continuous. Then δ is (2ω)-uniformly continuous
on M ×∞M .

Proof. Choose points x1, x2, y1, y2 ∈M . Adding δ(x1, y2)− δ(x1, y2) we obtain

|δ(x1, y1)− d(x2, y2)| = |δ(x1, y1)− δ(x1, y2) + δ(x1, y2)− d(x2, y2)|
≤ ω(d(y1, y2)) + ω(d(x1, x2))

≤ 2ω(max{d(x1, x2), d(y1, y2)}).

1.4 Basics on length and geodesic spaces

Let (M,d) be a length space and γ : [a, b]→M be a (continuous) curve. A reparametriza-
tion γϕof a curve γ : [a, b] → M is a a surjective monotone function ϕ : [a, b] → [c, d]
such that γϕ = γ ◦ ϕ is a continuous curve in M . If not specified otherwise we usually
assume ϕ(a) = c and ϕ(b) = d.
Given two curves γi : [0, 1] → M , i = 1, 2, with γ1

1 = γ2
0 we define the glueing

η = γ1 ∪ γ2 : [0, 1]→M of the two curves as follows

ηt =

{
γ1

2t t ∈ [0, 1
2 ]

γ2
2t−1 t ∈ [1

2 , 1].

We say that γ is rectifiable if `(γ) <∞ where

`(γ) = sup
(t0,...,tn)∈I[a,b]

n∑
i=1

d(γti−1,γti)

where
I[a,b] = {(t0, . . . , tn) |n ∈ N, ti ≤ ti+1, t0 = a, tn = b}.

The following two facts are easy to verify

`(γϕ) = `(γ)

`(γ1 ∪ γ2) = `(γ1) + `(γ2).

Lemma 1.23. If γ : [0, 1] → M is a rectifiable curve then for decreasing sequence of
closed connected sets In ⊂ [0, 1] with diam In → 0 it holds `(γ

∣∣
In

)→ 0.

Proof. We leave it to the reader to show that for a rectifiable curve `(γ) = H1(γ([0, 1]))
where H1 is the one-dimensional Hausdorff measures (see below for definition of the
Hausdorff measures). By the property of being a measure it holds

0 = H1({t0}) = inf
n∈N
H1(In) = lim

n→∞
H1(In) = lim

n→∞
`(γ
∣∣
In

).

12



1 Technical details and a notion based on Arzela–Ascoli

Proposition 1.24. Assume γ : [0, 1] → M is rectifiable. Then there is a constant
speed reparametrization of γ, i.e. there is a continuous surjective and monotone function
ϕ : [0, 1]→ [0, 1] such that

`(γϕ
∣∣
[0,t]

) = t`(γ).

Proof. Note that the function L : t 7→ `(γ
∣∣
[0,t]

) is non-decreasing. By the previous lemma
we have

lim sup
s↘t

L(s)− L(t) = lim sup
s↘t

`(γ
∣∣
[t,s]

) = 0

and
lim inf
r↗t

L(t)− L(r) = lim inf
r↗t

`(γ
∣∣
[r,t]

) = 0

so that L is also continuous.
Note that L is constant on [t, s] if and only if γ is constant on [t, s]. Thus we can find

a non-decreasing, possibly discontinuous function ϕ : [0, 1]→ [0, 1] such that L ◦ ϕ(s) =
s`(γ). To finish the proof it remains to show that γϕ is continuous. Observe that
whenever ϕ is not continuous to the left at a point s then there is a t0 < t such that L is
constant on [t0, ϕ(s)]. In this case γ(t0) = γ(ϕ(s)). Choosing the minimal t0 and setting
ϕmin(s) = t0. Do this for all points of left-discontinuity and set the function outside of
those points equal to ϕ to find a non-decreasing function ϕmin that is left-continuous
at all points and satisfies L ◦ ϕmin(s) = s`(γ) for s ∈ [0, 1]. This shows, in particular,
that γϕmin(s) = γϕ(s) for all s ∈ [0, 1] and that γϕmin is left-continuous. Doing this
for points of right discontinuity we also obtain a function ϕmax such that γϕmax = γϕ

is right-continuous at all points t. Thus we have shown that γϕ is both rigth and left
continuous and satisfies

s 7→ `(γϕ
∣∣
[0,s]

) = L(ϕ(s)) = s`(γ).

We now define the induced length metric dL of a metric spaces as follows:

dL(x, y) = inf{`(γ) | γ : [0, 1]→M is a curve with γ0 = x and γ1 = y}.

A metric space (M,d) such that dL = d is called a length space.

Lemma 1.25. For any curve γ it holds `d(γ) = `dL(γ).

Proof. We always have dL ≥ d so that `dL ≥ `d. In particular, we may assume γ is
(d-)rectifiable. Thus for t, s ∈ [0, 1] it holds

dL(γt, γs) ≤ `d(γ[t,s]).

But then for all (t0, . . . , tn) ∈ I[0,1] it holds

n∑
i=1

dL(γti−1 , γti) ≤ `d(γ[0,1]).

Taking the supremum on the left hand side we obtain `dL(γ) ≤ `d(γ).

13



1 Technical details and a notion based on Arzela–Ascoli

Corollary 1.26. It holds (dL)L = dL.

Proposition 1.27. The space (M,dL) is an extended metric space. Furthermore, (M,dL)
is a length space if and only if every two points can be connected by a rectifiable curve.

Proof. Since dL ≥ d we see that dL must be definite. Symmetry is also obvious. Choose
x, y, z ∈ M and observe that if there are no rectifiable curve γ or η between x and y or
resp. y and z then the triangle inequality holds trivially. In the other case γ ∪ η is a
rectifiable curve between x and z. Taking the infimum over all such curves we see that
the triangle inequality holds for dL.
The last claim follows from the definition of dL together with the previous corollary.

Note that the topologies of (M,d) and (M,dL) can be quite different.

Definition 1.28 (geodesics). A curve γ : [0, 1]→M is called a geodesic between x and
y if

d(γt, γs) = |t− s|d(γ0, γ1) for all s, t ∈ [0, 1].

A metric space is called a geodesic space if every two points can be connected by a
geodesic.
We also say a curve γ : [a, b] → M is a [a, b]-parametrized geodesic if t 7→ γ(b−a)t+a

is a geodesic. Similar definitions exist for curves of open or half open intervals. We say
γ : [a, b] → M has unit speed if d(γt, γs) = |s − t| for t, s ∈ [a, b]. A unit speed geodesic
γ : [0,∞)→M will be called a (geodesic) ray and a unit speed γ : R→M will be called
a (geodesic) line.
A curve η : I → M over an open interval is a local geodesic if for all t ∈ I there is a

neighborhood [at, bt] ⊂ I of t such that η
∣∣
[at,bt]

is an [at, bt]-parametrized geodesic.

Proposition 1.29. If γ is a geodesic between x and y then `(γ) = d(x, y) = dL(x, y).
In particular, a geodesic space is a length space.

We leave the following three statements as an exercise to the reader.

Lemma 1.30. A complete metric space (M,d) is a length space if and only if it admits
approximate midpoints, i.e. for all x, y ∈ M and ε > 0 there is an m = m(x, y, ε) ∈ M
such that

d(x,m) + d(m, y) ≤ d(x, y) + ε.

|d(x,m)− d(m, y)| ≤ ε

Lemma 1.31 (Menger convexity). A complete metric space is a geodesic space if for all
distinct x, y ∈M there is an m ∈M\{x, y} such that

d(x,m) + d(m, y) = d(x, y).

Proposition 1.32 (Hopf–Rinow). A metric space is a proper length space if and only if
it is a locally compact geodesic space.

14



1 Technical details and a notion based on Arzela–Ascoli

1.5 Manifolds and their length structure

TO COME

Fact 1.33 (Blackbox Theorem - geodesic extendability). Assume (M,F ) is a Finsler
manifold. Then any point x ∈ M admits a neighrborhood U such that for all K ⊂⊂
U there is an ε > 0 such that any (minimizing) geodesic γ : [0, 1] → K there is a
(minimizing) geodesic η : [0, 1 + ε]→ U such that γ ≡ η

∣∣
[0,1]

.

Corollary 1.34. If (M,dF ) complete then it is geodesically complete, i.e. any geodesic
γ : [0, 1]→M can be extended to a local geodesic γ : R→M .
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2 Ultralimits

2.1 Ultrafilters

A non-empty subset F ⊂ 2X of a set X is called a filter if

• ∅ /∈ F

• if A ∈ F and A ⊂ B then B ∈ F

• if A,B ∈ F then A ∩B ∈ F .

We say F is a principle filter if {x} ∈ F .
A filter that is maximal w.r.t. to inclusion is called an ultrafilter.

Proposition 2.1. Let F be the filter. The following properties are equivalent to being
an ultrafilter

1. If F ⊂ F ′ for some filter F ′ then F = F ′.

2. If A ∪B ∈ F then either A ∈ F or B ∈ F .

3. For all A ⊂ X either A ∈ F or X\A ∈ F .

4. There is a non-trivial finitely additive measure α : 2X → {0, 1} with α(A) = 1 iff
A ∈ F .

Before we prove this proposition the reader may verify that the following lemma is
true.

Lemma 2.2. Let F be a filter and A ⊂M such that for all B ∈ F it holds A ∩B 6= ∅.
Then the following defines a filter containing A:

FA = {C ∩D |A ⊂ C and D ∈ F}.

In particular, F ⊂ FA and A ∈ FA.

Proof of the proposition. Assume first F satisfies the first property, i.e. F is an ultrafilter
and assume A ∪ B ∈ F for two sets A,B ⊂ X. We claim that either A ∩D 6= ∅ for all
D ∈ F or B ∩D 6= ∅ for all D ∈ F . Indeed, by renaming we may assume A ∩D = ∅
for some D ∈ F . Since A ∪ B ∈ F and ∅ /∈ F we must have B ∩D 6= ∅ by the third
property of being a filter. Assume now by contradiction B ∩ D′ = ∅ for some D′ ∈ F
then D′ ∩D ∈ F . However, this leads to the contradiciton ∅ = D ∩D′ ∩ (A ∪B) ∈ F .
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2 Ultralimits

Since B ∩D 6= ∅ for all D ∈ F we see that FB is a filter which is larger than F and
contains B. But this means FB = F implying the claim,.

If the second property holds then the third one follows since X ∈ F holds since filters
are always non-empty. Thus assume the third property holds for F . Assume F ⊂ F ′ for
some filter F ′. Assume by contradiction there is an A ∈ F ′\F . Then the third property
implies X\A ∈ F ⊂ F ′. But this leads to the contradiction ∅ = A ∩ (X\A) ∈ F ′.
It remains to show that the third and fourth properties are equivalent. First note

that any non-trivial finitely additive measure α : 2X → {0, 1} induces a subset F ⊂
2X satisfying the third property. The properties of being a measure and the fact that
α(∅) = 0 and 1 ≤ α(A) ≤ α(B) ≤ 1 for some A ∈ 2X shows that F is non-empty, ∅
and the second property of a filter holds. Being fintiely additive then implies the last
property of a filter.
Now let F be an ultrafilter and define α(A) = 1 if A ∈ F and otherwise 0. Let A,B

be disjoint non-empty sets. If neither A,B /∈ F then (X\A), (X\B) ∈ F as well as
(X\A) ∩ (X\B) ∈ F so that 0 = α(A∪̇B) = α(A) = α(B) which is obviously additive.
If A ∈ F then A∪̇B ∈ F and B /∈ F as B ⊂ X\A /∈ F . Thus 1 = α(A∪̇B) = α(A) and
α(B) = 0 which implies additivity. A similar argument holds for B ∈ F .

Proposition 2.3 (Ultrafilter Lemma). For any filter F there is a ultrafilter F ′ ⊃ F .

Proof. Let P be the set of ultrafilters ordered by inclusion. The statement follows from
Zorn’s Lemma. Let I be a totally ordered set and {Fi}i∈I a chain, i.e. Fi ⊂ Fj whenever
i ≤ j. We claim that

F =
⋃
i∈I
Fi

defines filter which we can use to apply Zorn’s Lemma which would yield the claim.
Obviously F is non-empty and ∅ /∈ F . If A,B ∈ F then A ∈ Fi and B ∈ Fj . W.l.o.g.

assume i ≤ j. If C ⊃ A then C ∈ Fi ⊂ F . Also since i ≤ j we have A ∈ Fj so that
A ∩B ∈ Fj ⊂ F which proves that F is a filter.

Corollary 2.4. On any infinite set X there are non-principle ultrafilters.

Proof. We define the following set

Fco = {A ⊂ X |X\A is finite, i.e. A is cofinite}

and claim that this defines a filter. The previous proposition then implies the claim of
the corollary.
First observe that ∅ /∈ Fco as X is infinite. Also if A and B are cofinite then X\(A ∩

B) ⊂ (X\A) ∪ (X\B) is also finite, i.e. A ∩ B ∈ Fco. Similarly, if C ⊃ A then
X\C ⊂ X\A is finite so that C ∈ Fco.

2.2 Ultralimits

In this section we regard ultrafilters on N as both subsets of 2N as well as finitely additive
measures, i.e. A ∈ ω is equivalent to ω(A) = 1.
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2 Ultralimits

A number a ∈ N will be called an ultralimit of a sequence (an)n∈N w.r.t. a non-principle
ultrafilter if for all ε > 0 it holds

{n ∈ N | |an − aω| < ε} ∈ ω.

If a sequence admits an ultralimit a we use the notationlimω an := a.

Theorem 2.5. For any non-principle ultrafilter ω on N and any bounded sequence
(an)n∈N admits a unique ultralimit aω. Furthermore, there is a subsequence (nk)k∈N
such that ank → aω.

Proof. M = supn∈N |an|. By induction we define sets In and An satisfying ω(In) = 1,
In+1 ⊂ In and An+1 ⊂ An as well as diamAn = 2 · 2−n ·M and ω(In) = 1: I0 = N and
A0 = [−M,M ]. Note that ω(I0) = 1.
Assume In and An are defined. Let mn = supAn+inf An

2 and define two sets

A+
n+1 = [inf An,mn]

A−n+1 = (mn, supAn]

and two index sets
I±n = {n ∈ In | an ∈ A±n+1}.

Note that those sets define disjoint partitions of An and resp. In. Thus

1 = ω(In) = ω(I+
n ) + ω(I−n ).

Since ω has values in {0, 1} we set In+1 = I+
n and An+1 = A+

n+1 if ω(I+
n ) = 1 and

In+1 = I−n+1 and An+1 = A−n+1 if ω(I−n ) = 1.
Note that any sequence bn ∈ An will be Cauchy and converging to the unique point

aω ∈ ∩n∈N clAn.
Now pick ε > 0 and choose n large such that 4 · 2−n ·M < ε then

In ⊂ {n ∈ N | |an − aω| < 4 · 2−n ·M} ⊂ {n ∈ N | |an − aω| < ε}

implying {n ∈ N | |an − aω| < ε} ∈ ω. To see that aω must be unique, assume there is a
b 6= a then {n ∈ N | |an − a| < |b−a|

2 }, {n ∈ N | |an − b| < |b−a|
2 } ∈ ω. However, this would

imply

{n ∈ N | |an − a| <
|b− a|

2
} ∩ {n ∈ N | |an − b| <

|b− a|
2
} = ∅ /∈ ω.

To conclude note In is infinite since ω is non-principle. Thus let nk = inf Ik ∩ [k,∞)
will define a sequence ank ∈ Ik converging to aω.

Corollary 2.6. If (an)n∈N then either (an) admits an ultralimit or one of the following
holds
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2 Ultralimits

• for all M > 0
{n ∈ N | an > M} ∈ ω

for all M > 0
{n ∈ N | an < −M} ∈ ω.

In the first case we write limω an =∞ and in the second case limω an = −∞.

Remark. Using a transformation bn = arctan an we see that limω bn = ±π
2 if and only

limω an = ±∞. Hence the values ±∞ may still be called ultralimits if limω an = ±∞.

Proposition 2.7. If ω is a non-principle ultrafilter and (M,d) is a proper metric space
then for any bounded sequence (xn)n∈N there is a unique xω ∈ X such that limω d(x, xn) =
0. We call x the ultralimit of (xn) and write limω xn = x.

Proof. Assume xn ∈ B̄R(x0) for some R > 0. Pick a countable dense subset {yk}k∈N.
We construct numbers Nl, a disjoint partition {Ai,l}Nli=1of B̄R(x) with diamAi,l ≤ 2−lR
and index sets Il+1 ⊂ Il with Il ∈ ω as follows: N0 = 1, A1,0 = B̄R(x0) and I0 = N.
Assume the sets are constructed for l− 1. Define Nl the infimum among all N such that

B̄R(x) ⊂
N⋃
i=1

B̄2−lR(yi).

and define

Ai,l = B̄2−lR(yi)\
i−1⋃
j=1

B̄2−lR(yj).

There is a unique index il such that

{n ∈ Il−1 |xn ∈ Ail,l} ∈ ω.

We set Il = {n ∈ Il−1 |xn ∈ Ail,l}.
Now pick nl = inf Il ∩ [l,∞) and observe that d(xnb , xna) ≤ 2−lR whenever a, b ≥ l.

Thus (xnl)l∈N is Cauchy and converging to some x.
We claim limω d(xn, x) = 0. Let ε > 0 and choose l large such that 4 · 2−lR < ε. If

n ∈ Il then

d(xn, x) ≤ d(xn, xnl) + d(xnl , x)

≤ d(xn, xnl) +
N∑
k=l

d(xnk , xnk+1
) + d(xnN , x)

≤ 2−lR+
∞∑
k=l

2−lR

≤ 4 · 2−lR < ε.

Therefore, Il ⊂ {n ∈ N | |d(xn, x)− 0| < ε} ∈ ω which yields the claim.
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Proof of Arzela–Ascoli via ultralimit. Let fn : (M,d) → (N, d) be ω-uniformly continu-
ous maps such that (N, d) is proper and (fn(x0))n∈N is bounded for some fixed x0, i.e.
d(fn(x0), y0) ≤ R for some y0 ∈ N and R > 0.

For x ∈M observe that

d(fn(x), y0) ≤ d(fn(x), fn(x0)) + d(fn(x0), y0) ≤ ω(d(x, x0)) +R.

Thus for any fixed x ∈M the sequence (fn(x))n∈N is bounded. Define

f(x) := lim
ω
fn(x).

Then

d(f(x), f(y)) ≤ d(f(x), fn(x)) + d(fn(x), fn(y)) + d(fn(y), f(y))

≤ d(f(x), fn(x)) + d(fn(y), f(y)) + ω(d(x, y).

Taking the ultralimit of the right hand side shows f is ω-uniformly continuous.

Proof of Hopf–Rinow via ultralimits. A proper length space (M,d) has approxmate mid-
points. Let mn be an approximate midpoint such that

d(x,mn), d(mn, y) ≤ 1

2
d(x, y) +

1

n
.

This implies (mn)n∈N is bounded so that by properness it has an ultralimit m = limωmn

where ω is some non-principle ultrafilter on N. Furthermore, m satisfies

max{2d(x,m), 2d(m, y), d(x,m) + d(m, y)} ≤ d(x, y) ≤ d(x,m) + d(y,m)

which shows d(x,m) = d(m, y) = 1
2d(x, y), i.e. m is a midpoint showing (M,d) is a

proper geodesic space and in particular a locally compact geodesic space.
Assume (M,d) is a locally compact geodesic space. Define

r(x) = sup{r ≥ 0 | B̄r′(x) is compact for all r′ ∈ [0, r]}.

By local compactness r(x) > 0 for all x ∈M . If r(x) =∞ then (M,d) is proper.
Assume B̄r(x) is compact. Then ∂B̄r(x) is compact so that it can be covered by finitely

many balls B̄ri(yi) with ri ≤ r(yi)
3 , i = 1, . . . , N . In particular, min ri > 0.

Let ε ∈ (0,min ri) and observe that for all y ∈ B̄r+ε(x)\B̄r(x) there is a point ỹ ∈
∂B̄r(x) on the geodesic connecting x and y such that d(y, ỹ) = d(y, x) − r ≤ ε. Since
∪iB̄ri(yi) is a cover there is an i with ỹ ∈ B̄ri(yi)

d(yi, y) ≤ d(yi, ỹ) + d(y, ỹ) ≤ ri + ε ≤ 2r(yi)

3
.

Which implies

B̄r+ε(x) ⊂ B̄r(x) ∪
N⋃
i=1

B̄ 2r(yi)

3

(yi).
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2 Ultralimits

Since the right hand side is a union of finitely many compact set we are done. This shows
that B̄r(x)(x) must be non-compact if r(x) <∞.

Assume now by contradiction R = r(x) < ∞ for some x ∈ M . Let (yn)n∈N be a
sequence in B̄r(x) and (γn)n∈N be a sequence of geodesics connecting x and yn. Note
that for all t ∈ [0, 1) it holds

γnt ∈ B̄tR(x).

Since B̄tR(x) is compact for t < ∞ the ultralimits of (γnt )n∈N for t ∈ [0, 1) are well-
defined, i.e. γt := limω γ

n
t is well-defined. We may also verify that γ : [0, 1)→M defines

a geodesic in BR(x) starting from x. By assumption γ can be extended to a geodesic γ.
Set y = γ1. We claim y = limω yn. Indeed, it holds

d(yn, y) ≤ d(yn, γ
n
t ) + d(γnt , γt) + d(γt, y)

≤ d(γnt , γt) + 2(1− t)R.

Thus for all ε > 0 and t ∈ [0, 1) with 2(1− t)R < ε we get

{n ∈ N | d(yn, y) < ε} ⊃ {n ∈ N | d(γnt , γt) < ε− 2(1− t)R} ∈ ω.

By the properties of being a filter we see that {n ∈ N | d(yn, y) <∞} ∈ ω which implies
y is an ultralimit of yn. From this we obtain a subsequence ynk → y which implies
compactness of B̄R(x).

2.3 Ultralimits of metric spaces

Let (Xn, dn) be a sequence of metric spaces. Set

X∞ = {(xn)n∈N |xn ∈ Xn}

and define a function dω : X∞ ×X∞ → [0,∞] by

dω((xn)n∈N, (yn)n∈N) = lim
ω
dn(xn, yn).

It is not difficult to see that dω is an extended pseudo-metric, i.e. it is symmetric and
satisfies the triangle inequality. Now defined equivalence classes on X∞ as follows

[xn]n∈N := {(yn)n∈N | dω((xn)n∈N, (yn)n∈N) = 0}.

and set
X∞ = {[xn]n∈N |xn ∈ Xn}

and
dω([xn]n∈N, [yn]n∈N) = dω((xn)n∈N, (yn)n∈N).

Then dω defines an extended metric on X∞. We say (X∞, dω) is the ultralimit of the
sequence (Xn, dn)n∈N. One can show that limω diam(Xn, dn) <∞ if and only if (X∞, dω)
is a metric space.
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2 Ultralimits

In general we need to exclude the case dω([xn]n∈N, [yn]n∈N) = ∞. For this pick a
sequence of “origins” pn ∈ Xn and define

X(pn)
∞ = {[xn]n∈N | dω([xn]n∈N, [yn]n∈N) <∞}.

Then (X
(pn)
∞ , dω) is a metric space and will be called the pointed ultralimit of the sequence

of pointed metric spaces (Xn, dn, pn).

Lemma 2.8. Any ultralimit space is complete.

Proof. Let ([xkn]n∈N)k∈N be a Cauchy sequence. We may replace the sequence by a
subsequence such that dω([xkn], [xk−1

n ]) < 1
2k
. Thus

Sk = {n ∈ N | dn(xln, x
l−1
n ) <

1

2l
, l ≤ k} ∈ ω.

Note if n ∈ S∞ = ∩Sk then dn(xln, x
l−1
n ) = 0. Thus if S∞ ∈ ω then dω([xkn]n∈N, [x

l
n]n∈N) =

0 so that there is nothing to prove.
In the other case we S̃k = Sk\S∞ ∈ ω so that ∩kS̃k = ∅. Set k(−1) = 0 and S̃0 = N.

Let k(n) be the largest k such that n ∈ S̃k(n). Since S̃k\S̃k+1 /∈ ω one may readily verify
that limω k(n) =∞.
We claim [x

k(n)
n ]n∈N is the limit point of the Cauchy sequence: Pick k0 and observe

that for k0 ≤ k ≤ k(n) we have n ∈ Sk(n) so that

dn(xkn, x
k(n)
n ) <

k(n)∑
l=k0+1

d(xln, x
l−1
n ) < 2−k0 .

Thus for k ≥ k0 it holds

{n ∈ N | dn(xkn, x
k(n)
n ) < 2−k0} ⊃ {n ∈ N | k(n) ≥ k ≥ k0} ∩ Sk ∈ ω

which implies limω dn(xkn, x
k(n)
n ) < 2−k0 . This proves the claim.

Lemma 2.9. If (Xn, dn) are length spaces then any points of finite distance in the ul-
tralimit space can be connected by a geodesic. In particular, a pointed ultralimit of length
spaces is geodesic.

Proof. It suffices to look at the sequence of 1
n -approximate midpoints mn of xn and yn

lim
ω
dn(xn, yn) = lim

ω
dn(xn,mn) + dn(mn, yn) +

2

n
= 2 lim

ω
d(xn,mn) = 2 lim

ω
d(mn, yn)

implying that [mn] is a midpoint of [xn] and [yn] whenever dω([xn], [yn]) < ∞. By
completeness we obtain the claim.

Proposition 2.10. Let (X, d) be a metric space. If (X∞, d∞, (p)n∈N) = limω(X, d, p)n∈N
is proper then (X∞, dω) is isometric to the completion(X̄, d) of (X, d).
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2 Ultralimits

Remark. The proof shows that whenever the completion of a metric space is compact
then it equals the ultralimit of the constant sequence of this space.

Proof. The map x 7→ [x]n∈N defines a natural isometric embedding i of (X, d) into
(X∞, dω). Thus if (xk)k∈N is a bounded sequence in (X, d) then there is a subsequence
([xkl ]n∈N)l∈N which is Cauchy in (X∞, dω). But then already (xkl)l∈N is Cauchy in X
which means it converges to a point x ∈ X̄. This proves X̄ is proper. This shows that
the embedding extends naturally1 to i.
Now choose [xn]n∈N ∈ X∞ and let xω be the ultralimit of (xn)n∈N in X̄. Then

dω([xω]n∈N, [xn]n∈N) = lim
ω
d(xω, xn) = 0

proving that x 7→ [x]n∈N is also onto, i.e. the embedding defines an isometry of X̄ onto
X∞.

Lemma 2.11. There is an uncountable set I ⊂ NN such that

{n ∈ N | an 6= bn} ∈ ω

for all (an), (bn) ∈ I.

Proof. For each r > 0 let arn = bnrc. Then limn→∞ a
r
n − asn > 0 for all r > s. Thus

I = {(arn)n∈N}r>0 defines the required set.

Proposition 2.12. The ultralimit (X∞, dω) of the constant sequence (X, d) is not sep-
arable if and only if (X, d) is contains a bounded set that is not totally bounded. In
particular, (X∞, dω) is separable if and only if it is proper if and only if the completion
of (X, d) is proper.

Proof. If A is a bounded set that is not totally bounded then there is a countable infinite
subset {xn}n∈N with infn6=m d(xn, xm) ≥ ε for some ε > 0.
Let be as in the previous lemma and define for (ak) ∈ I a sequence y(ak)

n = xan . Then

{n ∈ N | d(y(ak)
n , y(bk)

n ) ≥ ε} ⊃ {n ∈ N | an 6= bn} ∈ ω

we see that limω d(y
(ak)
n , y

(bk)
n ) ≥ ε. Since I is uncountable, we see no countable set

can approximate the uncountable set {[y(ak)
n ]n∈N}(ak)∈I . In particular, X∞ cannot be

separable.
On the other hand if each bounded set in X is totally bounded then the completion of

X must be proper. But the previous proposition shows that (X∞, dω) = (X̄, d) is proper
and thus separable.

The following corollary is left as an exercise to the reader.

Corollary 2.13. If (Xn, dn) are complete length spaces that are not geodesic then the ul-
tralimit cannot be uniquely geodesic. Even worse (X∞, dω) contains two points (xn), (yn)
admitting uncountably many midpoints.

1The embedding extend without requiring X̄ to be proper.
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3 Spaces with curvature bounds

3.1 Non-positive and non-negative curvature bounds

Definition 3.1. A geodesic space (M,d) is said to be locally non-negatively curved if
any point x ∈ M admits a neighrbohood Ux such that for all geodesics γ, η : [0, 1] → U
with γ0 = η0 it holds

d(γt, ηt) ≥ td(γ1, η1).

Similarly, it is said locally non-positively curved if any any point x ∈ M admits a
neighrbohood Ux such that for all geodesics γ, η : [0, 1]→ U with γ0 = η0 it holds

d(γt, ηt) ≤ td(γ1, η1).

Lemma 3.2. A locally non-negatively curved geodesic space is non-branching.

Proof. Let γ and η be two points with γ
∣∣
[0,t]
≡ η

∣∣
[0,t]

for some t ∈ [0, 1]. Assume t is
maximal in [0, 1]. If t = 1 then γ ≡ η. Assume t ∈ (0, 1). Choose U = Uγt and observe
there is an ε such that γ and η restricted to [t − ε, t + ε] has image in U . Let γ̃ and η̃
the [0, 1]-reparametrized geodesics γ

∣∣
[t−ε,t+ε] and η

∣∣
[t−ε,t+ε]. However, we arrive at the

following contradiction

0 = d(γ̃ 1
2
, η̃ 1

2
) ≥ 1

2
d(γ̃1, η̃1) > 0.

Lemma 3.3. A locally non-positively curved geodesic spaces has positive injectivity radius
and sufficiently small balls are convex.

3.2 Curvature on manifolds

Fact 3.4 (Blackbox Theorem - Rauch I). Assume (M, g) is a geodesically complete Rie-
mannian manifold with sectional curvature bounded above by k (bounded below by k).
Then for all x ∈ M there is a neighborhood U such that for all geodesics γs : [0, a]→ U
with γs0 = γ0 for all s ∈ (−ε, ε) that vary smoothly in s, i.e. s 7→ γst is smooth for all
s ∈ (−ε, ε) the function

t 7→ bt

bkt

is non-decreasing (non-increasing) where

bt =
d

ds

∣∣∣∣
s=0

d(γst , γ
0
t )
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3 Spaces with curvature bounds

and bkt is obtained by a geodesic variation starting at a fixed point in the 2-dimensional
model space of constant curvature k such that

bt

bkt
→ 1 as t→ 0.

Observe if k = 0 then bkt = ct for some t depending only on bt. Thus for t < t′

bt
ct
≥ bt′

ct′

and in particular

bt′ ≤
t′

t
bt

Theorem 3.5. If (M, g) has non-negative sectional curvature then it is locally non-
negatively curved.

Proof. Choose a ball U = Br(x) such that geodesic starting at x can be extended to a
(minimizing) geodesic in B2r(x). Let γ, η : [0, 1]→ U be two geodesics starting at x. Let
ζt be geodesics connecting γt and ηt.
Fix t ∈ (0, 1) and ε ∈ (0, t − 1) and define a family of geodesics ξs : [0, 1] → M such

that ξs0 = x and ξst = ζts. Observe that this variation is smooth.
Let s0 ≤ s1 ≤ . . . ≤ sN = 1 then for all s ∈ (0, 1) and t′ ∈ (0, 1) it holds

d(γt′ , ηt′) ≤
N∑
i=1

d(ξsit , ξ
si−1

t ).

Since the geodesic variation is smooth, for all ε > 0 there is a δ > 0 such that |si−si−1| < δ
it holds1

d(ξsit′ , ξ
si−1

t′ ) ≤ |si − si−1|bsit′ + εδ

where bst′ = d
ds′

∣∣
s′=s

d(ξs
′
t′ , ξ

s
t′). Observe that bst = d(γt, ηt).

Then by the remark after Rauch I and for t′ ∈ (t, 1] we get

d(ξsit′ , ξ
si−1

t′ ) ≤ |si − si−1|bsit′ + ε ≤ t′

t
|si − si−1|bsit + εδ.

1Note if (fs)s∈I are uniformly differentiable at 0 then fs(t) = fs(t) + tf
′
s(s) + Rs(t) with

sups∈I limt→0 Rs(t) = 0.
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3 Spaces with curvature bounds

Assume now |si − si−1| = 1
N we get

d(γt′ , ηt′) ≤
N∑
i=1

d(ξsit , ξ
si−1

t )

≤
N∑
i=1

(
1

N
bsit′ +

1

N
ε)

≤ t′

t

(
N∑
i=1

1

N
bsit

)
+ ε.

=
t′

t
d(γt, ηt) + ε

Letting ε→ 0 gives the claim for t < t′ ≤ 1.

Choosing in the proof t′ ∈ (0, t) then Rauch I gives also the following:

Theorem 3.6. If (M, g) has non-positive sectional curvature then it is locally non-
positively curved.

Before we continue we need the following fact about Riemannian manifolds.

Lemma 3.7. If (M, g) is a Riemannian manifold such that x 7→ gx is continuous then
limω(M, 1

tk
dg,m) = (Rn, ‖ · − · ‖gm) for all tk → 0.

Proof. Let ϕ : U → V ⊂ Rn be a chart at m. W.l.o.g. assume ϕ(m) = 0. We will
identify x 7→ gx with a locally defined map x 7→ gUx defined on Rn. We also assume d is
defined on V ⊂ Rn. Note that the set of scalar product on Rn can be metrized by the
following

dscal(g, g̃) = inf{logL | ∀v ∈ Rn : L−1g(v, v) ≤ g̃(v, v) ≤ Lg(v, v)}.

Since x 7→ gx is continuous we see that for all ε > 0 there is an δ such that such that for
all x ∈ Bδ(m)

(1 + ε)−1gx ≤ gm ≤ (1 + ε)gx.

In particular, for all curves γ : [0, 1]→ Bδ(m) it holds

(1 + ε)−1`g(γ) ≤ `gm(γ) ≤ (1 + ε)`g(γ).

Choosing δ even small this shows

(1 + ε)−1d(x, y) ≤ ‖x− y‖gm ≤ (1 + ε)d(x, y)

for all x, y ∈ Bδ(x).
We need to show

(BtkR(m),
1

tk
d,m)→ (BRn

R (m), ‖ · − · ‖gm , 0).
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3 Spaces with curvature bounds

To see this observe that define on Vk = 1
tk
BtkR(m) ⊂ Rn a metric dk(v, w) = 1

tk
d(tkv, tkw)

and note this gives a natural isometry ψk : (Vk, dk)→ (BtkR(m), dk) and it holds

(1 + εk)
−1‖v − w‖gm ≤ dk(tkv, tkw) ≤ (1 + εk)‖v − w‖gm

for some ε→ 0.
Let Bgm

r (0) denote the ball of radius r around 0 w.r.t. ‖ · − · ‖gm and observe that

Bgm
(1+εk)−1R

(0) ⊂ Vk ⊂ Bgm
(1+εk)R(0).

We also observe that for k → ∞ we may assume ε → 0. This implies for vk, wk ∈ Vk ⊂
Bgm

(1+ε)R(0).

lim
ω
dk((vk), (wk))− ‖vk − wk‖ = 0.

Thus dω((vk), (wk)) = ‖v−w‖ where v and w are the ultralimits of (vk) and (wk). Here
we used properness of (Rn, ‖ · − · ‖gm). Note we may choose v′k, w

′
k ∈ B

gm
(1+εk)−1R

(0) such
that dk(vk, v

′
k), dk(wk, w

′
k) ≤ (1 − (1 + εk)

−1)R. Then (vk) = (v
′
k) and (wk) = (w

′
k)

showing that (Vk, dk) converges to (Bgm
R , ‖ · − · ‖gm).

Definition 3.8. We say a geodesic space (M,d) has curvature locally bounded below
by 0, abbreviated (CBB)loc(0), if all x0 ∈ M admits a neighborhood U such that for all
x, y, z ∈ U

d2(x,m) ≥ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d2(y, z)

for any midpointm of y and y. Similarly, it has local curvature curvature locally bounded
below by 0, abbreviated (CBA)loc(0),

d2(x,m) ≤ 1

2
d2(x, y) +

1

2
d2(x, z)− 1

4
d2(y, z).

Remark. One may easily verify that (CBB)loc implies

d2(x, γt) ≥ (1− t)d2(x, γ0) + td2(x, γ1)− (1− t)td2(γ0, γ1)

for any x ∈ U and any geodesic γ : [0, 1]→ U .

Lemma 3.9. The condition (CBB)loc implies local non-negative curvature. Similarly,
(CBA)loc implies local non-negative curvature.

Proof. Let γ, η : [0, 1] → U be two geodesics where U is given by the definition of
(CBB)loc. Then

d2(γ1, ηt) ≥ (1− t)d2(γ1, η0) + td2(γ1, η1)− (1− t)td2(η0, η1)

= td2(γ1, η1) + (1− t)
(
d2(γ0, γ1)− td2(η0, η1)

)
so that

d2(ηt, γt) ≥ (1− t)d2(ηt, γ0) + td2(ηt, γ1)− (1− t)td2(γ0, γ1)

= td2(ηt, γ1) + (1− t)
(
td2(η0, η1)− td2(γ0, γ1)

)
≥ t2d2(γ1, η1).

Replacing ≥ by ≤ gives the second claim.
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3 Spaces with curvature bounds

Proposition 3.10. A Riemannian manifold of non-negative sectional curvature satisfies
(CBB)loc. Similarly, a Riemannian manifold of non-positive sectional curvature satisfies
(CBA)loc.

Proof. The induced geodesic space has non-negative curvature. Choose x, y, z ∈ Bε(x0) ⊂
B6ε(x0) ⊂ U where U is given by the definition of non-negative curvature. Choose a
geodesic ζ connecting y and z and set m = ζ 1

2
. Define yt = ζ 1

2
− 1

2
t and zt = ζ 1

2
(2−t). Let

γ be a geodesic connecting m and x and and set xt = γt. Also set

at =
1

t
d(xt, yt)

bt =
1

t
d(xt, yt)

ct =
1

t
d(yt, zt)

dt =
1

t
d(xt,m).

Then at ≥ a1, bt ≥ b1 and ct = c1 and dt = d1 for all t ∈ (0, 1].
For tn = 1

n , let e∞ be the ultralimits of (etn)n∈N for e ∈ {a, b, c, d}. Note all those
numbers are finite. Since (M,nd)n∈N converges to a Euclidean space we have

0 ≥ 1

2
a2
∞ +

1

2
b2∞ − d2

∞ −
1

4
c2
∞

= lim
ω

1

2
a2
tn +

1

2
b2tn − d

2
tn −

1

4
c2
tn

≥ 1

2
a2

1 +
1

2
b21 − d2

1 −
1

4
c2

1

which proves the first claim. The second claim follows again by replacing ≥ by ≤.

Corollary 3.11. If (M,d) has non-negative (non-positive) curvature and for each point
m in the interior of a geodesic either admits a neighborhood satisfying (CBB) (resp.
(CBA)) or any blow-up limω(M,nd,m) satisfies (CBB) (resp. (CBA)) then (M,d) satis-
fies (CBB) (resp. (CBA)).

Remark. Let (M,F ) is a Finsler manifold having (local) non-negative curvature. Then
a minor adaptation shows that if F is 2-uniformly smooth with constant C ≥ 1, i.e.

F (
v + w

2
)2 ≥ 1

2
F (v)2 +

1

2
F (w)2 − C

4
F (v − w)2

then a similar inequality holds for the distance dF . The corresponding non-positive
version is called 2-uniformly convex with constant D ≤ 1.
Note, however, by a result of Ivanov–Lytchak if (M,F ) is smooth then (M,dF ) is

Berwald, i.e. there is a Riemannian structure g such that dg(γt, γs) = |t − s|dg(γ0, γ1)
for all geodesics γ of (M,dF ).
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3 Spaces with curvature bounds

3.3 Non-positive curvature

Proposition 3.12. Assume (M,d) has local non-positive curvature. Then for all x ∈M
there is an εx > 0 such that (Bεx(x), d) is a geodesic space with non-positive curvature.

Proof. Let U be the neighborhood given by the definition of non-positive curvature.
Choose ε such that Bε(x) ⊂ B3ε(x) ⊂ U . Let γ and η be two geodesics in Bε(x) and find
a geodesic ζ connecting γ0 and η1. Then η is a geodesic in B3ε(x). Thus

d(γt, ηt) ≤ d(γt, ζt) + d(ζt, ηt)

≤ td(γ1, ζ1) + (1− t)d(ζ0, η0)

= (1− t)d(γ0, η0) + td(γ1, η1).

Choosing η be the constant geodesic we see that t 7→ γt stays in Bε(x) wheneverγ0, γ1 ∈
Bε(x). This proves the claim.

Remark. Note that x 7→ εx is continuous in x.

Proposition 3.13. Assume (M,d) is proper, has local non-positive curvature and its
injectivity radius i0 = i0(M) := infx∈M iM (x) is bounded from below. Then B i0

2

(x) is a
geodesically convex set. One may replace properness by the assumption of continuously
varying geodesics in B i0

2

(x).

Proof. By properness we see that geodesics in B = B i0
2

(x) are unique and vary continu-
ously.
Let γ and η be two geodesics in B. Let ε > 0 be a lower bound of t 7→ εγt . Assume first

that sup d(γt, ηt) < ε. Then there is a δ > 0 such that for all t ∈ [δ, 1− δ] the functions

t′ 7→ d(γt′ , ηt′)

restricted to [t− δ, t+ δ] stay in Bε(γt). Hence they are convex in [t− δ, t+ δ]. But then
the function is already convex in [0, 1].
To finish, let ζ and ξ be geodesics connecting γ0 and η0 and resp. γ1 and η1. Define

geodesics γs connecting ζs and ξs. Then γs is a unique continuous variation between
γ = γ0 and η = γ1. Let 0 = s0 ≤ s1 ≤ . . . ≤ sN = 1 with sn − sn−1 < ε. Then
t 7→ d(γsnt , γ

sn−1

t ) is convex so that

d(γt, ηt) ≤
N∑
n=1

d(γsnt , γ
sn−1

t )

≤ (1− t)
N∑
n=1

d(γsn0 , γ
sn−1

0 ) + t
N∑
n=1

d(γsn1 , γ
sn−1

1 )

= (1− t)d(γ0, η0) + td(γ1, η1).
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3 Spaces with curvature bounds

Corollary 3.14. If (M,d) satisfies (CBA)loc and i0 = i0(M) > 0 then (B i0
2

(x), d) satis-
fies (CBA).

Proposition 3.15. Assume (Mn, dn, pn)n∈N are proper and satisfy (CBA)loc and i0 =
limω i0(Mn) > 0. Then the pointed ultralimit (M∞, dω, (pn)) satisfies (CBA)loc and
i0(M∞) > i0.

Proof. Let (qn) be arbitrary. Choose (xn), (yn), (zn) ∈Let (mn) be a sequence of mid-
points yn, zn ∈ B i0

2

(qn). Then (mn) ∈ B i0
2

(qn) and it is a midpoint of (yn) and (zn).
Assume by contradiction there is another midpoint (m̃n) of (yn) and (zn). If kn denotes

midpoints ofmn and m̃n. From the (CBA)-inequality and the fact that dω((mn), (m̃n)) >
0 we get

dω((yn), (zn)) ≤ dω((yn), (kn)) + d((zn), (kn)) < dω((yn), (mn)) + dω((mn), (zn))

= dω((yn), (zn))

which is a contradiction.
The argument shows that any geodesic/midpoint inM∞ is given as a limit of geodesic/midpoint.

In particular, the the (CBA)-inequality will hold in i0(M∞).

Corollary 3.16. If, in addition, (Mn, dn) is geodesically complete then so is the ultra-
limit.

Remark. Non-branching is not preserved by taking ultralimits: blowing down the hyper-
bolic plane one obtains a metric tree with uncountably many edges issuing from a fixed
vertex.

Proposition 3.17. Assume (M,d) is non-positively curved and s 7→ d(γs, ηs) is an
affine function for geodesics γ, η : I → M and some closed connected set I ⊂ R. Let
ζs : [0, 1]→M be geodesics connecting γs and ηs. Then there is a normed space (R2, ‖·‖)
with strictly convex norm and an isometric embedding ϕ : ζst 7→ ϕ(ζst ) into R2, i.e. the
convex hull of γ and η will be isometric to a convex subset of R2.

Proof. We first claim that for s, s̃ ∈ I the curve t 7→ ζ
(1−t)s+ts̃
t is a geodesic connecting

γs and ηs̃: Let ξ be the geodesic connecting γs and ηs̃. Then

d(γ(1−t)s+ts̃, η(1−t)s+ts̃) ≤ d(γ(1−t)s+ts̃, ξt) + d(ξt, η(1−t)s+ts̃)

≤ td(γs̃, ηs̃) + (1− t)d(γs, ηs)

= d(γ(1−t)s+ts̃, η(1−t)s+ts̃)

implying that ξt is a t-midpoint of γ(1−t)s+ts̃ and η(1−t)s+ts̃. By uniqueness of geodesic
we must have ξt = ζ

(1−t)s+ts̃
t .

By a similar argument we see that r 7→ ζ
(1−r)s+rs̃
(1−r)t+rt̃ is a geodesic between ζst and ζ s̃

t̃
for

all s, s̃ ∈ I and t, t̃ ∈ [0, 1].
This implies that the convex hull of γ and η is homeomorphic to a convex subset of

R2.
TO BE CONTINUED!
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3 Spaces with curvature bounds

3.4 Non-negative curvature

Let γ : [0,∞)→M be a geodesic ray. Note for t, s ≥ 0 it holds

(t+ s)− d(x, γt+s) ≥ (t+ s)− (d(x, γt) + d(γt, γt+s))

= t− d(x, γt).

Hence t 7→ t− d(x, γt) is monotone non-decreasing so that the following function

bγ(x) = lim
t→∞

t− d(x, γt)

is well-defined. We call bγ the Busemann function associated to the ray γ.
Given a point x ∈ M we say γ(x) is a co-ray associated to γ if for some tn → ∞ the

sequence of unit speed geodesics γ(n) connecting x and γtn converges locally to γ(x). A
geodesic line γ(x) is called a co-line associated to a geodesic line γ if for all s ∈ R the
rays t 7→ γ

(x)
±t+s are co-rays associated to t 7→ γ±t.

Lemma 3.18. If γ(x) is a co-ray associated to γ then bγ(γ
(x)
t ) = bγ(x) + t for t ≥ 0.

Proof. Let γ(n) be given by the definition of γ(x) being a co-ray.
Since bγ is a pointwise limit of 1-Lipschitz functions x 7→ (t − d(x, γt)) it must be

1-Lipschitz itself, i.e.
bγ(γ

(x)
±t )− bγ(x) ≤ t

Note also that for t ≥ 0

bγ(γ
(x)
t ) = lim

n→∞
tn − d(γ

(x)
t , γtn)

≥ lim
n→∞

tn − d(γ
(n)
t , γtn)− d(γ

(x)
t , γ

(n)
t )

≥ lim
n→∞

tn − d(x, γtn)− d(γ
(x)
t , γ

(n)
t ) + t

= bγ(x) + t.

This proves bγ(γ
(x)
t ) = bγ(x) + t.

Corollary 3.19. Assume (M,d) is non-branching and γ(x) a co-ray associated to γ.
Then for all s > 0 the ray t 7→ γ

(x)
t+s is the unique co-ray associated to γ which issues

from y = γ
(x)
s .

Proof. Assume γ(y) is a co-ray associated to γ which issues from y. Then

bγ(γ
(y)
t )− bγ(x) ≤ d(γ

(y)
t , x)

≤ d(γ
(y)
t , y) + d(y, x)

= t+ s

= bγ(γ
(y)
t )− bγ(y) + bγ(y)− bγ(x)
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3 Spaces with curvature bounds

proving the following γ̃ : [0,∞)→M is a geodesic ray

γ̃t =

{
γ

(x)
t t < s

γ
(y)
s t ≥ s.

which agrees with the ray γ(x). But non-branching implies γ(x) ≡ γ̃ proving the claim of
the corollary.

Proposition 3.20. Assume (M,d) is non-negatively curved and proper. If γ is a geodesic
line then for all x ∈M there is a unique co-line γ(x) associated to γ and issuing from x.
Furthermore, it holds

t 7→ d(γ
(x)
t+s, γ

(y)
t+r)

is constant for all s, s′ ∈ R. In particular, (M,d) admits a 1-parameter group t 7→ ϕt of
isometries such that

d(x, ϕt(x)) = t.

Proof. Fix x ∈ M and let γ(n) : [0, d(x, γtn)] → M , n ∈ Z be unit speed geodesics
connecting x and γ−tn . Via a diagonal argument using Arzela–Ascoli it is possible to
prove that there are rays γ(x,±) issuing from x in the direction γtn , n → ±∞. Via
ultralimits this construction is particularly simple: Fix a non-principle ultrafilter ω on N
and define

γ
(x)
t =

{
limω γ

(n)
t t ≥ 0

limω γ
(−n)
−t t ≤ 0.

It is easy to verify that γ(x) restricted to [0,∞) and to (−∞, 0] are co-ray associated to
γ issuing from x.
In order to prove that γ(x) is a geodesic line it suffices to prove d(γ

(x)
s , γ

(x)
−s ) = 2s

whenever s > 0. Let an = d(x, γn) and bn = d(x, γn). Using the triangle inequality we
have

{an, bn} ≤ n+ d(x, γ0) ≤ {an, bn}+ 2d(x, γ0).

Thus each of the following sequence will converge to 1: an
bn
, antn and bn

tn
.

Choosing n sufficiently large we may assume s
an
< 1. Now define

xn = γ
(n)
an

s
an

= γ(n)
s

yn = γ
(−n)
bn

s
an

.

Since r 7→ γ
(n)
anr and r 7→ γ

(−n)
bnr

are [0, 1]-parametrized geodesics so that the definition of
non-negative curvature with r = s

an

d(xn, yn) ≥ rd(γn, γ−n) =
2tn
an
· s.

Note that
d(γ(−n)

s , yn) = s|1− bn
an
| → 0
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3 Spaces with curvature bounds

so that
γ(x)
s = lim

ω
yn.

But then

d(γ(x)
s , γ

(x)
−s ) = lim

ω
d(xn, yn).

≥ 2 = d(γ(x)
s , x) + d(x, γ

(x)
−s )

≥ d(γ(x)
s , γ

(x)
−s )

proving that γ(x) is a geodesic line.
We claim that the above construction neither depends on tn nor on the ultrafiliter

ω: Indeed, if η(x) is obtain by a similar procedure as above but with either different
tn or different ultrafilter then for s > 0 the rays t 7→ η

(x)
±(t+s) are co-rays associated to

t 7→ γ±t. By Corollary 3.19 we must have γ(x)
∣∣
[s,∞)

≡ η(x)
∣∣
[s,∞)

and resp. γ(x)
∣∣
(−∞,−s] ≡

η(x)
∣∣
(−∞,−s] proving that the geodesic lines are unique co-lines associated to γ.

Now let γ(n) and η(n) be geodesic connecting x and γtn and resp. y and γtn . Let
a±n = d(x, γtn) and b±n = d(y, γtn).

d(γ
(x)
±s , γ

(y)
±s ) = lim

ω
d(γ

(n)
±s , γ

(n)
san
bn

)

≥ lim
ω

(1− s

an
)d(x, y) = d(x, y).

Because the line t 7→ γ
(x)
±s+t is the unique co-line issuing from γ

(x)
s we also get

d(x, y) = d(γ
(γ

(x)
±s )
∓s , γ

(γ
(y)
±s )
∓s ) ≥ d(γ

(x)
±s , γ

(y)
±s )

we see that the last claim of the proposition holds.

Corollary 3.21. For all x, y ∈ M the lines γ(x) and γ(y) are co-line w.r.t. each other.
In particular, the co-line relation is an equivalence relation.

Proof. Use the 1-parameter group of isometries we have for x, y ∈M the following

b±γ (x) = lim
t→∞

t− d(x, γ±t)

= lim
t→∞

t− d(γ
(x)
∓t , γ0) = b∓

γ(x)
(γ0).

Similarly, for all t ∈ R it holds

b+
γ(x)

(γs) = b−γ (x) + s = s

if b−γ (x) = 0.
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3 Spaces with curvature bounds

Let ζ be the co-line associated to γ(x) with ζ0 = γ0. Then for t ≥ 0 and b−(x) = 0 it
holds

d(γ−t, x) + d(x, ζt) = 2t = b+
γ(x)

(γ−t) + b+
γ(x)

(ζt)

≤ d(γ−t, ζt) ≤ d(γ−t, x) + d(x, ζt)

so that by non-branching ζ ≡ γ. Therefore, the notion of co-line is symmetric.
Let ζ(y) be the co-line associated to γ(x). Since ζ(γ0) = γ we have

b±γ (y) = lim
t→∞

(t± s)− d(y, γ±(t±s))

= lim
t→∞

t− d(ζ
(y)
−t , γs)± s

= b∓
ζ(y)

(γs)± s.

Thus b±
ζ(y)

(γs) = b±
ζ(y)

(γ0)± s. This shows that γ is a co-line to ζ(y). Thus by symmetry

ζ(y) must be also a co-line to γ. But the unique co-line to γ passing y is given by γ(y)

implying ζ(y) = γ(y).

Corollary 3.22. If, in addition, (M,d) has Euclidean tangent spaces then it splits iso-
metrically, i.e. there is an isometry

Φ : (M,d)→ (M ′ ×2 R)

where M ′ ⊂M is a closed geodesically convex subset of M .

Proof. Let bγ be the Busemann function associated to t 7→ γt. For x, y ∈ M choose a
midpoint m and observe

b±(m) = lim
t→∞

t− d(m, γ±t)

= lim
t→∞

t− d(m, γ±t)
2

t

≤ lim
t→∞

t−
1
2d(x, γ±t)

2 + 1
2d(y, γ±t)

2 − 1
4d(x, y)2

t

=
1

2
b+(x) +

1

2
b+(y)

proving that b± is geodesically convex. Also note

b+(x) + b−(x) = lim
t→∞

2t− d(x, γt)− d(x, γ−t)

≤ lim
t→∞

2t− d(γ−t, γt) = 0.

Furthermore,
f : t 7→ d(x, γt)

2

satisfies f” ≤ 2 and thus
f(t) ≤ t2 + at+ b
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3 Spaces with curvature bounds

for some a, b ∈ R. But then

b+(x) + b−(x) = lim
t→∞

2t−
√
f(t)−

√
f(−t)

≥ lim
t→∞

2t− 2t

√
1 +

a

t
+
b

t2
= 0

proving b+ ≡ −b−. But then b± are affine functions, i.e. b(ηt) = (1− t)b(η0) + tb(η1) for
all geodesics η : [0, 1] → M . In particular, M ′ := b−1(0) is a closed geodesically convex
subset of M . Note that the 1-parameter group of isometries shows that M ′ is isometric
to b−1(r) for all r ∈ R.
We claim that for all x ∈M with bγ(y)(x) = 0 it holds

d(γ(x)
r , γ(y)

s )2 = d(x, y)2 + |r − s|2.

Observe that
d(γ(x)

r , γ(y)
s ) = d(x, γ

(y)
s−r)

so that it suffices to show
d(x, γ

(y)
t )2 = d(x, y)2 + t2.

Set yt = γ
(y)
t and observe that

fx : t 7→ t2 − d(x, yt)
2

is a convex function. If fx is constant then d(x, yt)
2 = t2 + d(x, y)2 and we are done. In

the other case there is an a 6= 0 and b ∈ R such that

fx(t) ≥ at+ b

However,

0 = bγ(y)(x) = lim
t→±∞

t2 − d(x, yt)
2

|t|

≥ lim
t→±∞

at

|t|
= ±a

which is not possible if a 6= 0.
Pick a geodesic ηt connecting y and x with bγ(y)(x) = 0. Since b+ is affine and

b+
γ(y)

(x) = b+
γ(x)

(y) it holds b+
γ(ηs)

(ηs′) = 0 for all s, s′ ∈ [0, 1]. Therefore,

∪s∈[0,1],t∈R{γ
(ηs)
t }

will span a two-dimensional Euclidean strip.
Let x, y ∈ (b+γ )−1(0) = M̃ . Then for all t ∈ R it holds

d(y, γ
(y)
t ) ≤ d(x, γ

(y)
t ).
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3 Spaces with curvature bounds

Since x, y and γ(y)
t and the geodesic connecting x and y lie in a Eucldean strip it holds

d(x, y) ≤ d(x, γ
(y)
t ).

This shows that
t 7→ t2 − d(x, γ

(y)
t )2

has a minimum at t = 0. Thus bγ(x)(y) = 0. Using the fact that b+
γ(x)

(γ
(y)
t ) = b+

γ(x)
(y) + t

we see b±γ ≡ b±γ(x) for all x ∈M . But then

d(γ
(x)
t , γ(y)

s )2 = d(x, y)2 + |t− s|2

proving that (x, t) 7→ γ
(x)
t is an isometry of M̃ ×2 R onto M .
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4 One dimensional spaces

4.1 Non-branching spaces

Definition 4.1. A non-branching geodesic space (M,d) is not 1-dimensional if for unit
speed geodesics γ : [0, a]→M and ε > 0 there is a y ∈ Ba(γa)∩Bε(γ0) with y /∈ γ([0, a]).

Lemma 4.2. If (M,d) is a geodesic space such that for each point x ∈ M there is a
δ > 0 such that Bδ(x) is isometric to (−δ, δ) or [0, δ) then M is isometric to one of the
following:

1. R

2. [0,∞)

3. diamM
π · S1

4. [0,diamM ].

Proof. The assumption imply that M is locally uniquely geodesic and non-branching.
Indeed, if y ∈ Bδ(x) then y = γd(x,y) or γ−d(x,y) where γ is the geodesic representing
either (−δ, δ) or [0, δ).
Now let γ : I → M be a maximal unit speed local geodesic with γ0 = x, i.e. for all

local geodesics η : I ′ →M with I ⊂ I ′ and η
∣∣
I
≡ γ it holds I = I ′ and η ≡ γ.

Let z ∈ M and η be a unit speed geodesic connecting γ0 and z. But then Bδ(x) ∩
η([0, δ)) ⊂ γ(I) implying that z is on γ as M is non-branching. In particular, γ is onto.
There are now three cases for I: I = [a, b], I = [0,∞) and I = R. If γ was not

injective then for some t1 6= t2 ∈ I it holds γt1 = γt0 . But then γ can be extended to a
geodesic on R. Thus the first and second case imply that γ is injective and M isometric
to [0, diamM ] or resp. [0,∞).
Assume I = R and γ is not-injective such that γ0 = γt0 for t0 > 0. One may easily

verify that ϕ : t0π S
1 →M defined by

ϕ(α) = γα

defines an isometry between t0
π S

1 and M .
Finally, if I = R and γ is injective then γ defines an isometry covering the last case.

Proposition 4.3. A 1-dimensional non-branching space (M,d) is isometric to the fol-
lowing:

1. R
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4 One dimensional spaces

2. [0,∞)

3. diamM
π · S1

4. [0,diamM ]

Proof. Let γ and ε be given by the converse of the definition of being not 1-dimensional.
Then

Ba(γa) ∩Bε(γ0) = γ((0, ε)).

Since (M,d) is geodesic this also shows

B̄a(γa) ∩ B̄ε(γ0) = γ([0, ε]).

Let x, y ∈M\γ([0, ε]) with d(x, y) < ε
2 and by reversing γ and/or exchanging x and y

we may assume d(y, γ0) ≤ d(x, γ0) ≤ d(x, γε). Choose unit geodesics η and ξ connecting
γ ε

2
and x and resp. γ ε

2
and x. Then η([0, ε2 ]) = ξ([0, ε2 ]) = γ([0, ε2 ]). By non-branching

we see that
η
∣∣
[0,d(x,γ ε

2
)
≡ ξ
∣∣
[0,d(y,γ ε

2
)]
.

implying that

B̄ ε
2
(x) ∩ η([0, d(x, γ ε

2
)) = η([d(x, γ ε

2
)− ε

2
, d(x, γ ε

2
)]).

Thus if a point z lies in the interior of a geodesic then Bδ(z) is isometric the interval
(−δ, δ) if δ is sufficiently small. For all other cases we have a δ such that Bδ(z) is isometric
to [0, δ). By the previous lemma we obtain the claim.

4.2 Uniquely geodesic spaces

Definition 4.4. A uniquely geodesic space (M,d) is 1-dimensional if for all x, y ∈ M
and ε ∈ (0, 1

2d(x, y)) any geodesic connecting x′ ∈ Bε(x) and y′ ∈ Bε(y) intersects the
geodesic connecting x and y.

Definition 4.5. A uniquely geodesic space (M,d) is a metric tree if for points x, y, z ∈M
there is a point m such that

d(x, y) = d(x,m) + d(m, y)

d(x, z) = d(x,m) + d(m, z)

d(y, z) = d(y,m) + d(m, z).

Lemma 4.6. Assume (M,d) is a uniquely 1-dimensional geodesic space. Then for all
x ∈ M and all geodesics η with x /∈ η([0, 1]) there is δ > 0 and an y ∈ M such that
y ∈ γ(s)([δ, 1]) where γ(s)is the geodesic connecting x and ηs.
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4 One dimensional spaces

Proof. Let 3ε > inf d(x, ηs) and set ζ(s)
tds

= γ
(s)
t where ds = d(x, ηs), i.e. let ζ(s) be the

unit speed geodesics connecting x and ηs. Choose ε ∈ (0, inf ds) and observe that ζ(s)

and ζ(s′) intersect whenever d(ηs, ηs′) < ε. However, (M,d) is uniquely geodesics so that
there must be an r ∈ (0, inf{ds, ds′}] such that ζ(s)

∣∣
[0,r]
≡ ζ(s)

∣∣
[0,r]

. Since {ηs}s∈[0,1] is

compact we may choose r ∈ (0, inf ds] such that ζ(s)
∣∣
[0,r]
≡ ζ(s)

∣∣
[0,r]

for all s, s′ ∈ [0, 1].

Choose y = ζ
(s)
r and δ = r

inf ds
we obtain the claim.

Proposition 4.7. A uniquely 1-dimensional geodesic space is a metric tree.

Proof. Choose a triple x, y, z ∈M and let η be the geodesic connecting x and y. Set γ(s)

to be the geodesics connecting z and ηs.
The previous either z = ηs0 for some s0 ∈ [0, 1] so that choosing m = z will satisfy the

definition of metric tree for x, y, z.
Otherwise infs∈[0,1] d(z, ηs) > 0 so that the previous lemma shows all geodesics γ(s)

intersect in a common point z̃ 6= z. Choose z̃ to be as far away as possible from z. Then
x, y, z̃ will be a triple and we get geodesics η̃ and γ̃(s) as above. Note η = η̃ and γ̃ agrees
with the end part of γ. The choice of z̃ shows that the geodesics γ̃(s) cannot intersect in
a point unequal from z̃. However, this only possible if z̃ will lie on the geodesic η. Now
choosing m = z̃ will suffices to shows that the triple x, y, z satisfies the requirement for
(M,d) to be a tree.

39



5 Hausdorff and Gromov–Hausdorff
distance

5.1 Hausdorff distance of subsets

Definition 5.1 (Hausdorff distance). Let A,B ⊂ M be two subset be two subsets of a
(pseudo)metric space (M,d). We define the Hausdorff distance dH = d

(M,d)
H of A and B

as follows:
dH(A,B) = inf{ε > 0 |A ⊂

⋃
y∈B

Bε(y), B ⊂
⋃
x∈A

Bε(x)}.

We leave the following two lemmas as an exercise for the reader.

Lemma 5.2. For all A,B ⊂M of a (pseudo)metric space (M,d) it holds

d
(M,d)
H (A,B) = d

(A∪B,d
∣∣
(A∪B)×(A∪B)

)

H (A,B).

Lemma 5.3. Let (M,d) be a pseudometric space and (M̃, d̃) the induced metric space,
i.e. M̃ = {[x]d |x ∈ M} and d̃([x]d, [y]d) = d(x, y) where [x]d = {y ∈ M | d(x, y) = 0}.
Then

d
(M,d)
H (A,B) = d

(M̃,d̃)
H (Ã, B̃)

where Ã = {[x]d |x ∈ A} and B̃ = {[y]d | y ∈ B}.

Proposition 5.4. The following holds:

• for all A,B,C ⊂M

dH(A,C) ≤ dH(A,B) + dH(B,C).

• for all A,B ⊂M
d(A,B) = 0 ⇐⇒ cl(A) = cl(B).

Proof. Observe for all x, y ∈M and ε, δ > 0 whenever y ∈ Bε(x) then Bδ(y) ⊂ Bε+δ(x).
Hence for dH(A,B) < ε and dH(B,C) < δ we get

A ⊂
⋃
y∈B

Bε(y) ⊂
⋃
z∈C

Bε+δ(z)

and similarly
C ⊂

⋃
y∈B

Bδ(y) ⊂
⋃
x∈A

Bε+δ(x).
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5 Hausdorff and Gromov–Hausdorff distance

In particular, dH(A,C) ≤ ε+ δ. Taking the infimum over all ε, δ > 0 with dH(A,B) < ε
and dH(B,C) < δ we obtain the triangle inequality for dH .
Assuming dH(A,B) = 0 this yields⋃

x∈A
Bε(x) ⊂

⋃
y∈B

Bδ+ε(y) ⊂
⋃
x∈A

B2ε+δ(x)

for all δ, ε > 0. Hence

⋂
ε>0

(⋃
x∈A

Bε(x)

)
=
⋂
ε>0

⋃
y∈B

Bε(y)


We finish the proof by observing that the left-hand side equals cl(A) and the right-hand
side equals cl(B).

Corollary 5.5. If (M,d) is a metric space then the Hausdorff distance is a metric on
the set of bounded closed subsets of (M,d).

5.2 Gromov–Hausdorff distance

We define the disjoint union M1 qM2 of those two sets M1 and M2 as follows

M1 qM2 = {(xi, i) | i ∈ {1, 2}, xi ∈Mi}.

By identifiying Mi with the set {(x, i) |x ∈ Mi} we frequently regard Mi as a subset of
M1 qM2.

Definition 5.6 (Gromov–Hausdorff distance). For two metric spaces (Mi, di), i = 1, 2,
we define the Gromov–Hausdorff distance dGH of (M1, d1) and (M2, d2) as follows:

dGH((M1, d1), (M2, d2)) = inf

{
d

(M,d)
H (ϕ1(M1), ϕ2(M2)) |

ϕi : (Mi, di)→ (M,d) is an isometric embedding

}
.

We also define a distance via pseudometrics on the disjoint union of M1 and M2:

d̂GH((M1, d1), (M2, d2)) = inf

{
d

(M1qM2,d̃)
H (M1,M2) | d̃ is a pseudometric

on M1 qM2 with d̃
∣∣
Mi×Mi

= di

}
.

Lemma 5.7. Given isometric embeddings ϕi : (Mi, di) → (M,d) we obtain a pseudo-
metric d̃ as follows

d̃((xi, i), (xj , j)) = d(ϕi(xi), ϕj(xj)).

In particular,
d

(M1qM2,d̃)
H (M1,M2) = d

(M,d)
H (ϕ1(M1), ϕ2(M2)).
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5 Hausdorff and Gromov–Hausdorff distance

Proof. Symmetry follows directly from the definition. Also note that

d̃((xi, i), (yi, i)) = d(ϕi(xi), ϕi(yi)) = di(xi, yi)

and

d̃((xi, i), (zk, k)) = d(ϕi(xi), ϕk(zk))

≤ d(ϕi(xi), ϕj(yj)) + d(ϕj(yj), ϕk(zk))

= d̃((xi, i), (yj , j)) + d̃((yj , j), (zk, k))

which proves the triangle inequality.
To see that the last inequality holds just observe that the induced metric space (M̂, d̂)

of (M1 qM2, d̃) is isometric to (ϕ1(M1) ∪ ϕ2(M2), ď) where ď is the restriction of d to
ϕ1(M1) ∪ ϕ2(M2).

Lemma 5.8. If d̃ is a metric on M1 qM2 then there are naturally defined isometric
embeddings ϕi of Mi into the induced metric space (M̂, d̂) of (M1 qM2, d̃) such that

d
(M1qM2,d̃)
H (M1,M2) = d

(M̂,d̂)
H (ϕ1(M1), ϕ2(M2)).

Proof. Denote the projection of (M1 qM2, d̃) onto (M̂, d̂) by q and note that ϕj = q ◦ ij
where ij is the inclusion of Mj into M1 qM2 satisfies the requirements of the lemma:
Indeed, for x, y ∈Mj we have

di(x, y) = d̃(ij(x), ij(y))

= d̂(q(ij(x)), q(ij(y)))

= d̂(ϕi(x), ϕi(y)).

The last claim is now readily verified.

Corollary 5.9. It holds dGH = d̂GH .

Proposition 5.10. Given two pseudometrics d12 and d23 onM1qM2 and resp. M2qM3

there is a pseudometric d123 on M1qM2qM3 with d123

∣∣
(MiqMj)×(MiqMj)

= dij for i < j.

Proof. We use the notation x, x̃, . . . ∈M1, y, ỹ, . . . ∈M2 and z, z̃, . . . ∈M3. Define

d123(x, x̃) := d1(x, x̃)

d123(y, ỹ) := d2(y, ỹ)

d123(z, z̃) := d3(z, z̃)

and
d123(x, z) := d123(z, x) := inf

y∈M2

d12(x, y) + d23(y, z).

One may readily verify that d123 is a pseudometric on M1 qM2 qM3.
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5 Hausdorff and Gromov–Hausdorff distance

Corollary 5.11. The Gromov–Hausdorff metric satisfies the triangle inequality, i.e. for
(Mi, di), i = 1, 2, 3, it holds

dGH((M1, d1), (M3, d3)) ≤ dGH((M1, d1), (M2, d2)) + dGH((M2, d2), (M3, d3)).

Lemma 5.12. Let (Mi, di), i = 1, 2, be two complete metric spaces. If ϕi : (Mi, di) →
(M̃, d̃) are isometric embedding into a common metric space (M̃, d̃) such that ϕ1(M1) ∪
ϕ2(M2) = M̃ then ϕi(Mi) are closed subsets of M̃ . In particular, (M̃, d̃) is complete.

Proof. Just note if (ϕi(x
i
n))n∈N is convergent to x̃ ∈ M then it is Cauchy. Since ϕi is

an isometric embedding also (xin)n∈N Cauchy and by completeness it converges to some
xi ∈Mi. Using again ϕi we see that x̃ = ϕi(xi) which proves that ϕi(Mi) is closed. We
leave the proof of completeness to the interested reader.

Theorem 5.13. The Gromov–Hausdorff distance induces a metric on the isometry class
of complete metric spaces.

Proof. Let (Mi, di) be two complete metric spaces. It suffices to show that

dGH((M1, d1), (M2, d2)) = 0

if and only if they are isoemtric. The only-if part is easy as any isometry ϕ : (M1, d1)→
(M2, d2) we get d(M2,d2)

H (ϕ(M1),M2) = 0 which implies dGH((M1, d1), (M2, d2)) = 0.
So assume dGH((M1, d1), (M2, d2)) = 0. Then there is a (δn)n∈N be a sequence of

pseudometrics with δn
∣∣
Mi×Mi

= di and

d
(M1qM2,d̃n)
H (M1,M2)→ 0.

Setting δ = limω δn for some non-principle ultrafilter ω on N we obtain a pseudometric δ
with δ

∣∣
Mi×Mi

= di and

d
(M1qM2,δ)
H (M1,M2) = 0.

Let (M̃, d̃) be the induced metric space of (M1 qM2, δ). Then there are isometric
embeddings ϕi : (Mi, di)→ (M̃, d̃) such that ϕi(Mi) are closed subsets of M̃ and

d
(M̃,d̃)
H (ϕ1(M1), ϕ2(M2)) = 0.

But ϕi(Mi) are closed subsets so that ϕ1(M1) = ϕ2(M2). This shows that ϕ−1
2 is well-

defined on ϕ1(M1). In particular, ϕ−1
2 ◦ ϕ1 : (M1, d1) → (M2, d2) defines an isometry

between the two spaces.

Proposition 5.14. Let be the set Xc of isometry class of compact metric spaces is closed
w.r.t. dGH . In particular, for all complete non-compact bounded metric spaces (M,d)
there is an ε > 0

dGH((M,d), (N, δ)) ≥ ε

for all [N, δ] ∈ Xc.
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Lemma 5.15. If dGH((M,d), (N, δ)) < ε and (N, δ) admits a finite ε-net then (M,d)
admits a finite 4ε-net.

Proof. Let d̃ be a metric realizing dGH((M,d), (N, δ)) < ε and A ⊂ N be a finite ε-net.
Observe that

M ⊂ Bd̃
ε (N) ⊂ Bd̃

2ε(A)

Now for each a ∈ A choose x(a) ∈ M with d(a, x) < 2ε. Let B = {x(a)}a∈A. Then we
have

A ⊂ B2ε(B)

so that
M ⊂ B4ε(B).

Proof of the proposition. Assume for a given complete metric spaces and all each ε > 0
there is a compact metric space (N, d) with dGH((M,d), (N, δ)) < ε. Since (N, d) is
compact it admits a finite ε-net. The lemma implies (M,d) also admits a finite 4ε-net.
However, this implies (M,d) is totally bounded. Then completeness implies it must be
compact. This proves the claim.

5.3 ε-Approximations

Definition 5.16 (ε-approximation). Amap Φ : (M,d)→ (N, δ) is called an ε-approximation
if Ψ(M) is an ε-net of N and for all x, y ∈M

|d(x, y)− δ(Φ(x),Φ(y))| ≤ ε.

We say (M1, d1) and (M2, d2) are ε-approximations of each other if there are ε-approximations
Φij : (Mi, di)→ (Mj , dj), i, j = 1, 2. This will give us a notion of distance

d̂GH((M1, d1), (M2, d2)) = inf{ε > 0 | (M1, d1) and (M2, d2) are ε-approximations of each other}.

Lemma 5.17. For every ε-net A of a metric space (M,d) it holds d̂GH((M,d), (A, dA×A)) ≤
2ε.

Proof. Define Ψ : A → M as the identity and Φ(x), x ∈ M , as any point a ∈ A with
d(x, a) ≤ ε with Φ(a) = a for all a ∈ A. The map Ψ satisfies the required properties.
Since Φ is the identity on A we also see that Φ(M) is a δ-net of A for all δ. Now let
x, y ∈M and observe

d(Φ(x),Φ(y)) ≤ d(Φ(x), x) + d(x, y) + d(y,Φ(y))

≤ 2ε+ d(x, y)

and

d(x, y) ≤ d(x,Φ(x)) + d(Φ(x),Φ(y)) + d(Φ(y), y)

≤ 2ε+ d(Φ(x),Φ(y)).

44



5 Hausdorff and Gromov–Hausdorff distance

Lemma 5.18. If thre is an ε-approximation Φ : (M1, d1) → (M2, d2) then there is a
pseudometric d̃ on M1 qM2 with d̃

∣∣
Mi×Mi

= di and

d
(M1qM2,d̃)
H (M1,M2)) < 2ε.

In particular, dGH((M1, d1), (M2, d2)) < 2ε

Proof. We use the following notation: x, x̃, x′, . . . ∈ M1 and y, ỹ, y′, . . . ∈ M2. On Mi

define d̃ by di and for x ∈M1 and y ∈M2 set

d̃(y, x) = d̃(x, y) = inf
x̃∈M1

d1(x, x̃) + ε+ d2(Φ(x), y).

Then

d̃(x, y) = inf
x̃∈M1

d1(x, x̃) + ε+ d2(Φ(x), y)

≤ inf
x̃∈M1

d1(x, x′) + d1(x′, x̃) + ε+ d2(Φ(x), y)

= d̃(x, x′) + d̃(x′, ỹ)

and

d̃(x, y) = inf
x̃∈M1

d1(x, x̃) + ε+ d2(Φ(x), y)

≤ inf
x̃∈M1

d1(x, x′) + ε+ d2(Φ(x), y′) + d(y′, y)

= d̃(x, y′) + d̃(y′, ỹ)

as well as

d̃(x, x′) ≤ inf
x̃,x̂∈M1

d1(x, x̃) + d1(x̃, x̂) + d1(x̂, x′)

≤ inf
x̃,x̂∈M1

d1(x, x̃) + 2ε+ d1(Φ(x̃),Φ(x̂)) + d1(x̂, x′)

≤ inf
x̃,x̂∈M1

d1(x, x̃) + 2ε+ d1(Φ(x̃), y) + d(y,Φ(x̂)) + d1(x̂, x′)

= d̃(x, y) + d̃(y, x)

and

d̃(y, y′) ≤ inf
x̃,x̂∈M1

d2(y,Φ(x̃)) + d2(Φ(x̃),Φ(x)) + d2(Φ(x),Φ(x̂)) + d2(Φ(x̂), y′)

≤ inf
x̃,x̂∈M1

d2(y,Φ(x̃)) + 2ε+ d1(x̃, x) + d1(x, x̂) + d2(Φ(x̂), x′)

= d̃(y, x) + d̃(x, y′).

Because d(x,Φ(x)) = ε and Φ(M1) is an ε-net in M2 we have B2ε(M1) ⊃ M2 and
Bε(M2) ⊃M1 proving the claim.
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Lemma 5.19. If dGH((M1, d1), (M2, d2)) < ε then there is an ε-approximation Φ :
(M1, d1)→ (M2, d2). In particular, d̂GH((M1, d1), (M2, d2)) < 2ε.

Proof. Let d̃ be a pseudometric realizing dGH((M1, d1), (M2, d2)) < δ < ε. Define for
x ∈M1 the sets

Ax = {y ∈M2 | d̃(x, y) ≤ δ}.

Using the triangle inequality we see d1(y, y′) ≤ 2δ for all y, y′ ∈ Ax. Similarly, for y′ ∈ Ax′
and y ∈ Ax we have

|d̃(x, x′)− d̃(y, y′)| ≤ d̃(x, y) + d(x′, y′) ≤ 2δ

Now choose Φ : M1 →M2 with Φ(x) ∈ Ax. Since Bd̃
δ (M1) ⊃M2 we see that⋃

x∈M1

Ax = M2.

Thus Φ(M1) is an δ-net of M2 proving it is a 2δ-approximation.

Corollary 5.20. It holds
d̂GH ≤ 2dGH ≤ 4d̂GH .

Proposition 5.21. If d1 and d2 are two metrics on M then the identity induces an
a-approximation for all a ≥ ‖d1 − d2‖∞. In particular, uniform convergence of metrics
is stronger than the Gromov–Hausdorff convergence.

5.4 Finite metric spaces and Gromov–Hausdorff convergence

5.5 Gromov Precompactness Theorem

Definition 5.22. A set A of (isometry classes of) compact metric spaces is called uni-
formly totally bounded if there is a function M : (0, ε)→ N such that for all (M,d) ∈ A
it holds M (M,d) ≤M .

Theorem 5.23. A set A (of isometry classes of) compact metric spaces is precompact
w.r.t. dGH if and only if A is uniformly totally bounded.

We first prove the theorem in a series for lemmas:

Lemma 5.24. The set XN,D = {[M,d] | |M | ≤ N, diam(M,d) ≤ D} is compact w.r.t.
dGH .

Proof. It suffices to prove that a sequence of finite metric spaces with exactly k ≤
N points has a convergent subsequence. Since we talk about isometry class we may
parametrize all those spaces by M = {x1, . . . , xk} and assume dn are metrics on M .
Since the diameter is bounded we also see that {(dn(xi, xj))

k
i,j}n∈N is precompact in Rk×k

equipped with the maximum norm. Note that this also shows that {dn : M ×M → R} is
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precompact in the uniform topology on C0(M ×M). Thus we may replace the sequence
and assume ‖dn − δ‖ ≤ 1

n where δ is a pseudonorm on M . Let q : (M, δ)→ (M̃, d)

We claim Φn : (M,dn) → (M̃, d) defined by xi 7→ q(xi) are 1
n -approximations: By

definition Φn(M) = M̃ and

|d(Φn(xi),Φn(xj))− dn(xi, xj)| = |d(xi, xj)− dn(xi, xj)| ≤
1

n

proving the claim.
We conclude using Lemma 5.18.

Lemma 5.25. Let An ⊂ An+1 be a non-decreasing sequence of sets and d a metric on
A =

⋃
n∈NAn such that An is an εn-net of (A, d) with εn → 0. Then (An, d

∣∣
An×An)

GH-converges to the completion of (A, d).

Proof of the theorem. Let [Mn, dn] ∈ A be a sequence of isometry class of compact metric
spaces in A. For each k ∈ N let M̃n,k be a maximal 1

k -separated set of M . Define

Mn,k =
k⋃

k′=1

M̃n,k.

Then |Mn,k| ≤
∑k

k′=1M( 1
k′ ) = M(k) <∞.

Now construct inductively strictly increasing functions ϕ : N× N→ N such that

ϕ(0, n) = n

ϕ(k + 1,N) ⊂ ϕ(k,N)

and for k ≥ 1 the sequence ([Mϕ(k,n),k, dϕ(k,n),k])n∈N converges to a finite metric space
(M (k), d(k)).
Since Mn,k ⊂Mn,k+1 we may assume M (k) ⊂M (k+1) and d(k) = d(k+1)

∣∣
Mk×Mk

. Thus
there is a metric d∞ on

⋃
k∈NM

(k).
Also note that for l > k it holds

sup
x∈Mn,l

inf
y∈Mn,k

dn(x, y) ≤ 1

k
.

Thus we have
sup

x∈M(l)

inf
y∈M(k)

dn(x, y) ≤ 1

k
.

But then Mk will be an ( 1
k + δ)-net for all δ > 0 implying the completion (M,d) of

(
⋃
k∈NM

(k), d∞) is a compact metric space. To conclude we define ψ(k) ∈ ϕ(k,N) such
that dGH((Mψ(k),k, dψ(k),k), (M

(k), d(k))) < 1
k and ψ(k) < ψ(k + 1) and observe

dGH((M,d), (Mψ(k), dψ(k))) ≤ dGH((M,d), (M (k), d(k))) + dGH((M (k), d(k)), (Mψ(k),k, dψ(k),k))

+ dGH((Mψ(k),k, dψ(k),k), (Mψ(k), dψ(k)))

≤ 3

k
.

where we used the fact that the distance of an ε-net to the full space is less that ε.
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5.6 Gromov–Hausdorff and ultralimits

Proposition 5.26. Suppose (Mn, dn)n∈N is a sequence of compact metric spaces GH-
converging to (M,d). Then any ultralimit of (Mn, dn) is isometric to (M,d).

Lemma 5.27. If (Mn, dn) ∈ XN,D GH-converges to (M,d) then for any non-principle ul-
trafilter ω on N there is an index set I ⊂ N, a pseudometric space (M̂, d̂) and parametriza-
tion of Mn = M̂ for n ∈ I such that limω ‖dn − d̂‖∞ = 0 and the metric space (M,d) is
isometric to the one obtained from (M̂, d̂). In particular the statement of the proposition
is true for finite metric space of order at most L.

Proof. Let Ln = #Mn and Lω = limω Ln. Then I = {n ∈ N |Ln = Lω} ∈ ω and we may
assume M̂ := {x1, . . . , xLω} = Mn. Since {(dn(xi, xj))n∈N | i, j ∈ {1, . . . , Lω}} is a finite
set of bounded sequences we see that

lim
ω
‖dn − d̂‖∞ = sup

i,j∈{1,...,Lω}
lim
ω
|dn(xi, xj)− d̂(xi, xj)| = 0.

This implies (M,d) is isometric to the metric spaces obtained from (M̂, d̂).
To prove the last statement we claim for each (xn)n∈N ∈Mω there is k ∈ {1, . . . , L∞}

with dω((xn)n∈N, (xk)n∈N) = limω dn(xn, xk) where Mω = {(xn) |xn ∈ Mn}. Indeed, if
this was true then the metric spaces obtained from (M̂ω, dω) and (M̂, d̂) are isometric.
To prove the claim just observe that {Ik = {xn = k |n ∈ N}}Lωk=1 forms a partition of

N so that for exactly one Il ∈ ω. But then

lim
ω
dn(xn, xk) = lim

ω
dn(xl, xl)

proving the claim.

Remark. If infn,i,j dn(xi, xj) > 0 then d̂ will be a true metric on M̂ .

Proof of the proposition. LetMn,k be maximal 1
k -separated sets of (Mn, dn). Then for all

we may assume (Mn,k, d
k
n), dkn = dn

∣∣
Mn,k×Mn,k

will converge to a metric space (Mk, d
k)

which can be seen as a 1
k -separated set of (M,d) such that dk = d

∣∣
Mk×Mk

. Note that
any of those sets is also a 1

k -net.
By Gromov Precompactness we know that {(Mn,k, d

k
n), (Mk, d

k)} are finite metric
spaces of bounded order. Thus any ultralimit of (Mn,k, dn) will agree with (Mk, d).
By the previous remark we may assume limω ‖dn − d‖ = 0, i.e. for all xn, yn ∈ Mn,k we
have limω dn(xn, yn) = d(((xn)n∈N, (yn)n∈N).
Now let (xn)n∈N and (yn)n∈N be sequences with xn, yn ∈Mn. Then for all n there are

xn,n, yn,n ∈Mn,n and dn(xn, xn,n), dn(yn, yn,n) ≤ 1
n . Therefore,

|dn(xn, yn)− dn(xn,n, yn,n))| ≤ lim
ω
dn(xn, xn,n) + dn(yn, yn,n)

implying that the metric space obtained from M̂∞ = {(xn)n∈N |xn ∈ Mn,n} equipped
with the pseudometric dω((xn), (yn)) = limω dn(xn, yn) is isometric to the ultralimit of
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(Mn, dn)n∈N. Now observe that the ultralimits (Mk, dk) of (Mn,k, d
k
n)n∈N are isometric

to 1
k -nets of the ultralimit. This shows that the ultralimit is compact. But then it agrees

with the completion of the dense subset
⋃
k∈NMk where we treated Mk as subsets of the

ultralimit. This proves the proposition.

Corollary 5.28. If (Mn, dn)n∈N is a sequence of metric spaces such that for some non-
principle ultrafilter ω its ultralimit is a compact metric space (M,d) then there is a
subsequence of (Mn, dn)n∈N GH-converging to (M,d).

Proof. Let Mk be a maximal 1
k -separated set of (M,d). Then Mk is also a 1

k -net of M .
We claim that there are index sets Ik ∈ ω such thatMn admits a 2

k -net of cardinatility
at mostMk: SetMn,k = {xn,i | i = 1, . . . , |Mk|} whereMk = {[xn,1]n∈N, . . . , [xn,|Mk|]n∈N}.
We claim

ω 3 Ik :=

|Mk|⋃
i=1

Ik,i

where
Ik,i = {n ∈ N | dn(xn,i, x) ≤ 2

k
}.

Indeed, for each [xn]n∈N ∈M there is a i with

dω([xn], [xn,i]) <
1

k

implying Ik,i ∈ ω. But then Ik ∈ ω because ω is a filter.
We conclude by observing because |Mk| <∞ we have

lim
ω
|dn(xn,i, xn,j)− d([xn,i], [xn,j ])| = | lim

ω
dn(xn,i, xn,j)− d([xn,i], [xn,j ])| = 0

Hence
ω 3 Jk := Ik ∩ {n ∈ N | dGH((Mn,k, dn), (Mk, d)) ≤ 1

k
}.

We conclude by observing for n ∈ Jk
dGH((Mn, dn), (M,d)) ≤ dGH((Mn, dn), (Mn,k, dn)) + dGH((Mn,k, dn), (Mk, d))

+ dGH((Mk, dk), (M,d))

≤ 3

k
.

Picking an increasing sequence nk ∈ Jk we see

dGH((Mnk , dnk), (M,d))→ 0

as k →∞.

Remark. Without compactness on the limiting space the claim is in general wrong: Take
any complete, separable, non-compact and bounded metric space (M,d). Then the ul-
tralimit of the constant sequence (M,d)n∈N is not separable by Proposition 2.12. Thus
the ultralimit not isometric to (M,d). But the constant sequence GH-converges to itself
showing that it cannot converge to the ultralimit.
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