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Introduction

These notes are the transcription of the lectures of the course Introduction to Partial Differen-
tial Equations given by Marcello Porta during the academic year 2017-2018, at the University of
Tübingen. They are not meant to replace an ordinary textbook, but rather to help the students
in keeping track of the topics discussed in class. The list of recommended textbooks can be found
on the course webpage: https://www.math.uni-tuebingen.de/arbeitsbereiche/maphy/lehre/
ws-2017-18/DiffEquat.

The reader is encouraged to point out mistakes and typos, that will unavoidably be present,
and to report them to: giovanni.antinucci@math.uzh.ch.

Giovanni Antinucci

(Version of 12.02.2018)
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Chapter 1

Four important PDEs

1.1 Introduction, notation and definitions

Definition 1 (Derivatives). Let U Ď Rn an open subset of Rn, x P U and u : U Ñ R. Let
α “ tα1, ¨ ¨ ¨ , αnu be a multi-index (αi P N). Then:

Dαupxq :“
B|α|

Bα1x1 ¨ ¨ ¨ B
αnxn

upxq, |α| “
n
ÿ

i“1

αi. (1.1)

In the following, we will also use the notation

Bxi ”
B

Bxi
, uxi ” Bxiu. (1.2)

Definition 2 (Set of partial derivatives of order K). Let K P N. Then:

DKu :“
 

Dαu
ˇ

ˇ |α| “ K
(

. (1.3)

We shall denote by CKpUq the set:

CKpUq :“
 

u : U Ñ R
ˇ

ˇ u is K ´ times continuously differentiable
(

(1.4)

Example 1.1.1. • Du “ pBx1
u, ¨ ¨ ¨ , Bxnuq ” ∇u is the gradient.

• Let α “ pα1, 0, 0, ¨ ¨ ¨ , 0q. Then: Dα ” Bα1
x1
u.

• Let α “ pα1, α2, 0, ¨ ¨ ¨ , 0q. Then Dαu “ Bα1
x1
Bα2
x2
u.

Remark 1.1. DKupxq can be thought as a point in RnK for any fixed x P U . Indeed, the number
of element of DKu is

ÿ

α1,¨¨¨ ,αn
řn
i“1 αi“K

ˆ

K
α1 ¨ ¨ ¨αn

˙

“
loomoon

multinomial theorem

nK , (1.5)

7



8 CHAPTER 1. FOUR IMPORTANT PDES

where
ˆ

K
α1 ¨ ¨ ¨αn

˙

“ number of ways of

partitioning K objects in tα1, α2, ¨ ¨ ¨ , αnu s.t.
ÿ

i

αi “ K.
(1.6)

Definition 3 (Partial Differential Equation). Let

F : Rn
K

ˆ Rn
K´1

ˆ ¨ ¨ ¨ ˆ Rn ˆRˆ U ÝÑ R. (1.7)

A partial differential equation (PDE) is an equation of the form

F
`

Dkupxq, Dk´1upxq, ¨ ¨ ¨ , Dupxq, upxq, x
˘

“ 0, x P U. (1.8)

Definition 4 (Classification of PDEs). We say that the PDE is

• linear if it has the form
ÿ

|α|“K

aαpxqD
αupxq “ fpxq, (1.9)

for given functions aα and f .

• semi-linear if
ÿ

|α|K

aαpxqD
αu` a0pD

K´1u, ¨ ¨ ¨ , Du, u, xq “ 0, (1.10)

i.e. it is linear in the higher derivatives only.

• quasi-linear if
ÿ

|α|“K

aαpD
K´1u, ¨ ¨ ¨ , u, xqDαu` a0pD

k´1u, ¨ ¨ ¨ , Du, u, x “ 0q. (1.11)

A semi-linear PDE is in fact a particular quasi-linear PDE.

• fully non-linear if it depends non-linearly upon the higher derivatives.

More generally, one could introduce systems of PDEs, by considering:

F ÝÑ F “ pF1, ¨ ¨ ¨ , Fmq ,

uÐÑ u “ pu1, ¨ ¨ ¨ , umq.
(1.12)

Definition 5 (Order of a PDE). The order of a PDE is the order of the highest derivative of u
appearing in the PDE.

We shall discuss some methods to study the solutions of PDEs. In general, systems are more
complicated to study with respect to equations, while non-linear PDEs are more difficult than the
linear ones. It is worth also remarking that there is no general theory to solve PDEs; instead, there
exist methods for classes of PDEs.
A typical question one is interested in is to establish existence of solutions for a given PDE. Then,
one might investigate regularity, uniqueness, etc. Later, we shall see that the notion of “solution”
of a PDE will have to be generalized, in order to take into account weak solutions as well.
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1.2 Transport equation

1.2.1 Homogeneous transport equation

Given u ” upx, tq, x P Rn, t P p0,8q, the transport equation is a linear, first order PDE:

Btu` b ¨Du “ 0. (1.13)

Let us consider the initial value problem:
#

ut ` b ¨Du “ 0 px, tq P Rn ˆ p0,8q,
u “ g px, tq P Rn ˆ t0u,

(1.14)

where g ” gpxq is a given function and b P Rn is a fixed vector.
Eq. (1.14) is telling us that a certain directional derivative is vanishing. Let us define:

zpsq “ upx` sb, t` sq, px, tq fixed. (1.15)

One can easily check that:

ut ` b ¨Du “ 0 ô
d

ds
zpsq “ 0, (1.16)

meaning that ups` bt, t` sq is constant in s. Thus, choosing s0 “ ´t, and recalling the boundary
condition of (1.14), we get:

zps0q “ upx, tq “ upx´ tb, 0q “ gpx´ tbq. (1.17)

The solution corresponds to the rigid transport of the graph of the initial datum, along the constant
rectilinear motion.

1.2.2 Non-homogeneous transport equation

Consider now the nonhomogeneous initial value problem:
#

ut ` b ¨Du “ f px, tq P Rn ˆ p0,8q,
u “ g px, tq P Rn ˆ t0u,

(1.18)

where f ” fpx, tq and g ” gpxq given, and b P Rn.
As before, define zpsq as in (1.15). Using the first of (1.18), we get

d

ds
zpsq “ fpx` sb, t` sq. (1.19)

Therefore,

upx, tq ´ upx´ tb, 0q “zp0q ´ zp´tq “

ż 0

´t

ds
d

ds
zpsq “

“

ż 0

´t

dsfpx` sb, t` sq ”

ż t

0

dsfpx` ps´ tbq, 0q,

(1.20)

which implies that

upx, tq “ gpx´ tbq `

ż t

0

dsfpx` ps´ tqb, 0q. (1.21)
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1.3 Laplace and Poisson equations

1.3.1 Laplace equation

Let the Laplacian ∆ be defined as

∆ “

n
ÿ

i“1

B2
xi . (1.22)

Definition 6 (Laplace equation and harmonic functions). The Laplace equation is:

∆u “ 0. (1.23)

A solution of the Laplace equation is called harmonic function.

Proposition 1. The Laplace equation is invariant under rotations. That is, let upxq be a solution
of ∆u “ 0. Then vpxq “ upRxq with RRT “ RTR “ 1 solves ∆v “ 0.

Proof. Let y :“ Ox, where O is the nˆ n orthogonal matrix whose entries are taiju1ďi,jďn. So

vpxq “ upOxq “ upyq, (1.24)

where yj “
řn
i“1 ajixi. We compute

Bv

Bxi
“

n
ÿ

j“1

Bu

Byj

Byj
Bxi

“

n
ÿ

j“1

Bu

Byj
aji, (1.25)

which implies
¨

˚

˝

Bv
Bx1

...
Bv
Bxn

˛

‹

‚

“

¨

˚

˝

a11 . . . an1

...
...

a1n . . . ann

˛

‹

‚

¨

˚

˝

Bu
By1
...
Bu
Byn

˛

‹

‚

“ OT

¨

˚

˝

Bu
By1
...
Bu
Byn

˛

‹

‚

, (1.26)

that is:

Dx ¨ v “ OTDy ¨ u. (1.27)

Finally

∆v “ Dxv ¨Dxv “ pO
TDyuq ¨ pO

TDyuq “

“ pOTDyuq
TOTDyu “ pDyuq

T pOT qTOTDyu “

“ pDyuq
TOOTDyu “ pDyuq

TDyu “ pDyuq ¨ pDyuq “

“ ∆upyq “ 0.

(1.28)

Remark 1.2. The Laplace equation is linear. Suppose u1, u2 are two harmonic functions in
U Ă Rn. Then, ∆pu1 ` u2q “ 0.
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Motivations. The Laplace equation describes the equilibrium state of incompressible fluids. Let
U Ă Rn, and let u : Ū Ñ R be the the density of a given fluid. Let us now consider the subset
V Ă U , and introduce the vector field F , describing how much fluid passes through the boundary
BV of the given region V . One expects the fluid to move from regions of higher concentration
towards regions of lower concentration. It is reasonable to assume that:

F pxq “ ´∇upxq. (1.29)

If the fluid is incompressible, the amount of fluid entering V is equal to the amount of fluid exiting
V . Thus, by Gauss theorem,

0 “

ż

BV

F ¨ ν dS “

ż

V

divFdx (1.30)

where ν ” νpxq is the outward normal and divF “ Bx1
F1 ` ¨ ¨ ¨ ` BxnFn is the divergence of F .

Being V is arbitrary, we get:
divF ” div∇u “ 0, (1.31)

or, equivalenly, ∆u “ 0.

1.3.2 Poisson equation

Definition 7 (Poisson equation). Let U Ă Rn be an open domain, and u : Ū Ñ Rn. The Poisson
equation is

´∆u “ f. (1.32)

What does the Poisson equation describe? In classical electrodynamics, the electric field
Epxq solves the Maxwell equation:

∇ ¨ E “ 4πρ, (1.33)

where ρpxq is the density of charge. Let upxq be the electrostatic potential, in terms of which
E “ ´∇u. Then,

´∆u “ 4πρ. (1.34)

Setting 4πρpxq ” fpxq, we get (1.32).

1.3.3 Fundamental solution

Laplace’s equation. Being the Laplace equation invariant under rotations, recall Proposition 1,
it is natural to look for solutions that enjoy this symmetry. That is, we are looking for solutions
that only depend on r ” |x| “

a

x2
1 ` x

2
2 ` ¨ ¨ ¨ ` x

2
n,

upxq “ vprq. (1.35)

With the purpose of writing explicitly ∆u “ 0 in radial coordinates, let us compute

uxi “ Bx1
upxq “ Bxivp|x|q “ v1p|x|q

xi
|x|
,

uxixi “ v2p|x|q

ˆ

xi
|x|

˙2

` v1p|x|q

ˆ

1

|x|
´

x2
i

|x|3

˙

.

(1.36)
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Therefore,
n
ÿ

i“1

uxixi “ v2prq
r2

r2
` v1prq

ˆ

n

r
´
r2

r3

˙

(1.37)

meaning that

∆u “ 0 ñ v2prq ` v1prq
n´ 1

r
“ 0. (1.38)

By defining hprq “ v1prq, Eq. (1.38) becomes:

h1prq ` hprq
n´ 1

r
“ 0 ñ hprq “

a

rn´1
, (1.39)

which gives:

vprq “

ż

drhprq “

ż

dr
a

rn´1
“

#

bplog rq ` c if n “ 2,
b

rn´2 ` c if n ě 3.
(1.40)

Definition 8 (Fundamental solution of the Laplace equation). For x P Rnzt0u, the function

Φpxq “

#

´ 1
2π log |x| if n “ 2,

1
npn´2qαpnq

1
|x|n´2 if n ě 3,

(1.41)

with αpnq “ πn{2

Γpn2`1q
the volume of the unit ball in Rn, Γpzq “

ş8

0
dxxz´1e´x, is called the funda-

mental solution of the Laplace equation.

Poisson’s equation. We will use the fundamental solution to find the solution of Poisson’s equa-
tion ´∆u “ f . Consider the function:

ż

dyΦpx´ yqfpyq. (1.42)

Being Φpxq harmonic for x ‰ 0, Φpx´yq is harmonic for x ‰ y; thus, Φpx´yqfpyq is still harmonic
for x ‰ y. Nevertheless, the convolution (1.42), which can be read as a linear combination of
solution of the Laplace equation, is not harmonic. To understand why, we formally compute:

∆u “

ż

dy∆Φpx´ yqfpyq, (1.43)

which is however problematic, since ∆Φpx´ yq » 1
|x´y|n , which is not integrable at x “ y. Instead,

we shall see that the function defined in Eq. (1.42) is a solution of the Poisson equation.

Theorem 1.1 (Solution of the Poisson equation). Let f P C2
c pRnq, and let

upxq “

ż

dyΦpx´ yqfpyq. (1.44)

Then, u P C2pRnq, and ´∆u “ f in Rn.

Remark 1.3. This theorem provides one solution of the Poisson problem in Rn. We still do not
know anything about uniqueness.
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Proof. The proof consists in four steps: the explicit computation of uxixj , the rewriting of ∆u as
the sum of two integrals: the dominating part and the remainder, and finally the explicit estimates
for these two integrals.

1. Let

upxq “

ż

Rn
dyΦpx´ yqfpyq “

ż

Rn
dyΦpyqfpx´ yq, (1.45)

by a simple change of variables. Let e1, ¨ ¨ ¨ , en be the standard basis of Rn, and consider

upx` heiq ´ upxq

h
“

ż

Rn
dyΦpyq

fpx` hei ´ yq ´ fpx´ yq

h
. (1.46)

By assumption f P C2
c , which means that

lim
hÑ0

fpx` hei ´ yq ´ fpx´ yq

h
“ fxipx´ yq, (1.47)

and the limit is reached uniformly in x´ y. Therefore,

uxipxq “

ż

Rn
Φpyqfxipx´ yqdy. (1.48)

Repeating the argument,

uxixj “

ż

Rn
Φpyqfxixj px´ yqdy, (1.49)

and using again that f P C2
c we infer that uxixj is continuous in x.

2. Let us now compute the integral. Let ε ą 0, and let us rewrite:

∆upxq “

ż

Bp0,εq

Φpyq∆xfpx´ yqdy
looooooooooooooomooooooooooooooon

Iε

`

ż

RnzBp0,εq
Φpyq∆xfpx´ yqdy

loooooooooooooooooomoooooooooooooooooon

Jε

. (1.50)

We will study the two integrals separately.

3. We have:

|Iε| ď

ż

Bp0,εq

|Φpyq| |∆xfpx´ yq| dy ď

ď sup
yPBp0,εq

|∆xfpx´ yq|

ż

Bp0,εq

|Φpyq| dy

(1.51)

Being D2f continuous and compactly supported in Bp0, εq, it is bounded by a constant.
Hence:

(1.51) ď C

ż

Bp0,εq

|Φpyq| dy ď C

#

ş

Bp0,εq
dy| log |y||, if n “ 2,

ş

Bp0,εq
dy 1
|y|n´2 if n ě 3.

(1.52)
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Now we are left with bounding the integrals: let us first study the case n “ 2.

ż

Bp0,εq

d2y |log |y|| “

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Bp0,εq

d2y log |y|

ˇ

ˇ

ˇ

ˇ

ˇ

“ c

ˇ

ˇ

ˇ

ˇ

ż ε

0

drr log r

ˇ

ˇ

ˇ

ˇ

“

“c

ˇ

ˇ

ˇ

ˇ

r2

2
log r

ˇ

ˇ

ˇ

ε

0
´

ż ε

0

dr
r2

2

1

r

ˇ

ˇ

ˇ

ˇ

ď c
`

ε2 |log ε| ` ε2
˘

ÝÑ
εÑ0

0

(1.53)

Suppose now n ě 3.
ż

Bp0,εq

dy
1

|y|n´2
“ c

ż ε

0

dr
rn´1

rn´1
“ c

ż ε

0

dyr “ cε2 ÝÑ
εÑ0

0 (1.54)

We then conclude that Iε ÝÑ
εÑ0

0.

4. In order to study the integral Jε, it is worth recalling that, by Gauss-Green:
ż

U

uxidx “

ż

BU

uνids (1.55)

where ν is the outward normal of BU . Let u “ ΦpyqByifpx´ yq. We get:
ż

Bp0,εq

dy
“

ΦpyqB2
yifpx´ yq ` ByiΦpyqByifpx´ yq

‰

“

ż

BBp0,εq

νiΦpyqByifpx´ yqdspyq (1.56)

so that

Jε “

ż

BBp0,εq

Φpyqν ¨Dyfpx´ yqdspyq
loooooooooooooooooooomoooooooooooooooooooon

Lε

´

ż

RnzBp0,εq
dyDΦpyq ¨Dyfpx´ yq

loooooooooooooooooooomoooooooooooooooooooon

Kε

. (1.57)

We will study the two terms separately:

|Lε| ď c

ż

BBp0,εq

|Φpyq| “ dspyq

#

cε| log ε| if n “ 2,

cε if n ě 3.
(1.58)

Therefore, Lε ÝÑ
εÑ0

0. Integrating again by parts the last term Kε we get

Kε “

ż

RnzBp0,εq
∆Φpyqfpx´ yqdy

looooooooooooooooomooooooooooooooooon

“0

´

ż

BBp0,εq

ν ¨DyΦpyqfpx´ yqdspyq “

“ ´

ż

BBp0,εq

ν ¨DyΦpyqfpx´ yqdspyq

(1.59)

where we used that Φpyq is harmonic if y ‰ 0. To evaluate the last term, we start by computing

DΦpyq “ D

#

´ 1
2π log |y| if n “ 2

1
npn´2qαpnq

1
|x|n´2 if n ě 3

“

“

#

´ 1
2π

y
|y|2 if n “ 2,

´ 1
npn´2qαpnq pn´ 2q 1

|y|n´1
y
|y| “ ´

1
nαpnq

y
|y|n if n ě 3,

(1.60)
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where we recall

αpnq “
πn{2

Γpn{2` 1q
ñ αp2q “ π.

Summarizing

DΦpyq “ ´
1

nαpnq

y

|y|n
, if y ‰ 0. (1.61)

Moreover, the normal of BBp0, εq is

ν “ ´
y

|y|
“ ´

y

ε
ñ ν ¨DΦpyq “

y

ε
`

1

nαpnq

y

εn
“

1

nαpnq

1

εn´1
. (1.62)

Hence

Kε “´

ż

BBp0,εq

ν ¨DyΦpyqfpx´ yqdspyq “

“ ´
1

εn´1nαpnq

ż

BBp0,εq

fpx´ yqdspyq ” ´

ż

BBpx, εqfpyqdspyq ÝÑ
εÑ0

´fpxq.

(1.63)

Finally, taking the limit εÑ 0 we get

∆upxq “ ´fpxq. (1.64)

Remark 1.4. Even if the source term f is compactly supported, the fundamental solution Φ prop-
agates it on all Rn.

Poisson’s boundary problem. Let us now consider the boundary value problem:
#

´∆u “ f on U,

u “ g in BU.
(1.65)

1.3.4 Mean-value formula

Theorem 1.2 (Mean value formula). Let u P C2pUq be harmonic. Then

upxq “ ´

ż

BBpx,rq

uds “ ´

ż

Bpx,rq

udy , @B Ă U . (1.66)

Proof. Define

φprq :“ ´

ż

BBpx,rq

upyqdspyq “ ´

ż

BBp0,1q

upx` rzqdspzq. (1.67)

We compute:

φ1prq “´

ż

BBp0,1q

Dupx` rzq ¨ zdspzq “ ´

ż

BBp0,1q

Dupyq
y ´ z

r
dspyq “

“
r

n
´

ż

Bpx,rq

∆upyqdy “ 0,

(1.68)
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being u harmonic. This means that φ is constant, which implies:

φprq “ lim
tÑ0

φptq “ lim
tÑ0

´

ż

BBpx,tq

upyqdspyq “ upxq. (1.69)

To prove the equivalence with the average over the ball we write:

ż

Bpx,rq

udy “

ż r

0

˜

ż

BBpx,sq

udS

¸

ds “ upxq

ż r

0

nαpnqsn´1ds “ upxqαpnqrn “

“upxq|Bpx, rq|,

(1.70)

which implies:

´

ż

Bpx,yq

udy “ upxq . (1.71)

One can also prove the following converse implication.

Theorem 1.3 (Converse to mean value formula). Let U Ă Rn, u P C2pUq, and suppose that

upxq “ ´

ż

BBpx,rq

uds, @Bpx, rq Ă U. (1.72)

Then u is harmonic.

Proof.

upxq “ ´

ż

BBpx,rq

udsñ φ1prq “ 0. (1.73)

Let us proceed by contradiction, supposing that u is not harmonic: ∆upxq ‰ 0 for some x P U .
Then

0 “ φ1prq “
r

n
´

ż

Bpx,rq

∆upyqdy ‰ 0 (1.74)

which is a contradiction.

Remark 1.5. The mean-value formula is a very important property of harmonic functions. It is
related to the Cauchy formula for analytic functions:

fpxq “
1

2πi

ż

Cpxq
dz

fpzq

z ´ x
, (1.75)

with Cpxq a closed curve, counterclockwise oriented, encircling the point x.
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Application: Newton’s theorem. Consider the Poisson problem, with f radial and compactly
supported:

$

’

&

’

%

´∆u “ f on Rn,
fpxq ” fp|x|q,

fpxq “ 0 if |x| ą R,
ş

dxfpxq ă 8.

(1.76)

Physically, the function f might describe a spherically symmetric charge distribution. In R3, the
corresponding electrostatic potential is:

upxq “

ż

R3

dy
1

|x´ y|
fpyq, (1.77)

which is a solution of the Poisson problem.

Proposition 2. Let x P Rn s.t. |x| ą R. Then

upxq “

ż

Rn
dy

1

|x´ y|
fpyq “

1

|x|

ż

dyfpyq
looomooon

total charge of the ball

. (1.78)

Remark 1.6. Thus, the potential generated by the spherical distribution f is equivalent, for |x| ą R,
to the potential generated by a point-like charge with charge

ş

dyfpyq.

Proof. Let us rewrite, using the assumption that f is a radial function,

upxq “

ż

|y|ďR

dyfpyq
1

|x´ y|
“

ż R

0

ds

˜

ż

BBp0,sq

dSpyq
1

|x´ y|

¸

fpsq “

“

ż R

0

ds|BBp0, sq|´

ż

BBp0,sq

dSpyq
1

|x´ y|
fpsq.

(1.79)

Noticing that 1
|x´y| is harmonic away from 0, we can use the mean value formula to rewrite

´

ż

BBp0,sq

dSpyq
1

|x´ y|
“

1

|x|
,

so that

(1.79) “
1

|x|

ż R

0

ds|BBp0, sq|fpsq ”
1

|x|

ż

dyfpyq. (1.80)

1.3.5 Maximum principle

Definition 9 (Subharmonic functions). A function u such that

´∆u ď 0, (1.81)

is called subharmonic.
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Theorem 1.4 (Weak maximum principle). Let u P C2pUqXCpŪq, with U Ă Rn open and bounded.
Suppose that u is subharmonic. Then

max
uPŪ

upxq “ max
xPBU

upxq. (1.82)

Remark 1.7. This means that a (sub-)harmonic function in an open bounded domain reaches its
maximum value on the boundary.

Proof. The proof is split in two parts: first we will assume that ´∆u ă 0, and then we will extend
the proof to the harmonic functions.

1. Suppose that ´∆u ă 0 in U , and that there exists x0 P U such that

upx0q “ max
xPŪ

upxq. (1.83)

Then, by definition of maximum

Dupx0q “ 0, D2upx0q ď 0, (1.84)

i.e. the gradient vanishes and the Hermitian matrix Hpx0q “ tBxixjupx0qu1ďiďjďn ” D2upx0q

is non-positive, meaning that

pα,D2upx0qαq ď 0, @α P Rn. (1.85)

Equivalently, one can say that all the eigenvalues of D2upx0q are non-positive. In particular
this implies that

∆upx0q “ TrD2upx0q ď 0, (1.86)

which is a contradiction, since we assumed ´∆u ă 0. This means that the maximum of u is
on BU .

2. Suppose now that
∆u “ 0 on U. (1.87)

Let vpxq “ x2, then
´∆pu` εvq “ ´∆u´ 2ε ă 0 @ε ą 0. (1.88)

Therefore, we are back to point 1. We have

max
xPU

pu` εvq “ max
xPBU

pu` εvq. (1.89)

Using that

max
xPU

u` εmin
xPU

v ď max
xPU

|u` εv| ñ max
xPBU

pu` εvq ď max
xPBU

u` εmax
xPBU

v ñ

ñ max
xPŪ

u` εxPŪv ď max
xPBU

u` εxPBUv.
(1.90)

Since U is a bounded set, there exist two constants C, c such that

|min
xPŪ

v| ď C, |max
xPBU

v| ď c, (1.91)

so that, taking the limit εÑ 0 we get

max
xPŪ

u ď max
xPBU

u (1.92)
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Remark 1.8. For harmonic functions,

min
xPŪ

u “ min
xPBU

u (1.93)

Under suitable assumptions on the domain U , the weak maximum principle can be extended to
the strong maximum principle.

Theorem 1.5 (Strong maximum principle). Let u P C2pUq X CpŪq, harmonic in U Ă Rn open
and connected, and suppose that there exists x0 P U such that

upx0q “ max
xPŪ

upxq. (1.94)

Then, u is constant in U .

Proof. Suppose that there exists a point x0 P U such that, for some constant 0 ăM ă 8,

upx0q “ max
xPŪ

upxq ďM. (1.95)

Let us call
V :“ tx P U

ˇ

ˇupxq “Mu. (1.96)

Let now 0 ă r ă distpx0, BUq: by the mean value theorem we know that

M “ upx0q “ ´

ż

Bpx0,rq

upyqdy ďM ùñ upyq “M,@y P Bpx0, rq. (1.97)

This means that Bpx0, rq Ă V ñ the set V is open. Let us rewrite:

U “ V Y pUzV q , (1.98)

where UzV “
 

x P U
ˇ

ˇupxq ‰M
(

. By continuity of u, this set is open as well. Clearly U XpUzV q “
H. Therefore, by definition of connected set,

either V “ tx P U
ˇ

ˇupxq “Mu “ H or UzV “
 

x P U
ˇ

ˇupxq ‰M
(

“ H. (1.99)

However, by assumption U ‰ H, therefore UzV “ H ùñ upxq is constant in U .

Remark 1.9. The strong maximum principle implies the weak maximum principle, and it can be
shown by just applying the strong maximum principle to each connected component in case U is
disconnected. Moreover, it generalizes the weak maximum principle because it tells us that the only
way in which upxq can reach its maximum in U is via the constant function.

Applications of the maximum principle.

Proposition 3. Let U Ă Rn be connected and u P C2pUq X CpŪq such that
#

∆u “ 0, in U,

u “ g, on BU,
(1.100)

with g ě 0. If g ą 0 somewhere on BU , then u ą 0 everywhere in U .
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Proof. Suppose that there exists x0 P U such that upx0q ă 0, and let ũ “ ´u, g̃ “ ´g. ũ is
harmonic in U ñ

max
xPŪ

ũ
loomoon

ě0

“ max
xPBU

ū “ max
xPBU

g̃
loomoon

ď0

, (1.101)

which is a contradiction.

The strong maximum principle allows to prove the uniqueness of the solution of the initial value
problem of the Poisson equation.

Theorem 1.6 (Uniqueness of the solution of the initial value Poisson problem). Let g P CpBUq,
f P CpUq, with U open and bounded. Then, there exists at most one solution u P C2pUq XCpŪq of
the initial value problem

#

´∆u “ f in U,

u “ g on BU.
(1.102)

Proof. Let us suppose, by contradiction, that there exist two solutions u, ũ, and let us define
h˘ “ ˘pu´ ũq. Of course, h˘ solve the initial value problem

#

∆h˘ “ 0 in U,

h˘ “ 0 on BU,
(1.103)

hence it is harmonic in U . Then, the maximum of ˘pu´ ũq is reached on BU , which implies

u “ ũ. (1.104)

Remark 1.10. This theorem does not apply to unbounded domains, e.g. U “ Rn. In this case, we
know one solution but we do not know whether it is unique. Instead, for U bounded we do not know
yet how to prove uniqueness of the solution, in general. In the trivial case g “ const, the unique
solution is u “ g “ const.

For unbounded domains, uniqueness can only hold in a restricted class of functions. Consider

´∆u “ f in Rnzt0u.

Then the solution is trivially not unique if we allow u to be unbounded: if u is a solution, then
also u` u0 is solution if ∆u0 “ 0. Thus, we can take u0 “ Φ “ fundamental solution of Laplace’s
equation. In n ě 2 dimensions, Φpxq Ñ 8 at |x| Ñ 0, meaning that u is unbounded.

1.3.6 Regularity

Here we will establish some regularity properties of harmonic function. We shall use the notion of
mollifier, which we briefly recall.
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Mollifiers. Let

ηpxq “

#

ce
1

|x|2´1 if |x| ă 1,

0 if |x| ě 1.
(1.105)

By definition, η P C8pRnq, and the constant c is chosen in such a way that
ş

ηpxq “ 1. We also
define a rescaled version of η:

ηεpxq “
1

εn
ηp
x

ε
q. (1.106)

Notice that

supppηq :“ tx P Rn
ˇ

ˇηpxq ‰ 0u “ Bp0, 1q, (1.107)

while supp ηε “ Bp0, εq. Notice also that
ş

ηεpxqdx “ 1. We call ηε the standard mollifier. One can
”smoothen” a given function by taking the convolution with ηε. Let

Uε :“ tx P U
ˇ

ˇdistpx, BUq ą εu. (1.108)

We define

uε “ ηε ˚ u :“

ż

U

dyupyqηεpx´ yq “

ż

Bp0,εq

ηεpyqupx´ yqdy. (1.109)

Remark 1.11. The set Uε is defined in such a way that x P Uε, y P Bp0, εq ùñ x´ y P U .

Proposition 4. For small ε, uε is a smooth approximation of u in the following sense:

1. uε P C
8pUεq.

2. uε ÝÑ
εÑ0

u almost everywhere.

Proof. 1. Fix x P Uε, i P t1, ¨, nu and h so small that x` hei P Uε. Then

uεpx` heiq ´ f
εpxq

h
“

1

εn

ż

U

1

h

„

η

ˆ

x` hei ´ y

ε

˙

´ η

ˆ

x´ y

ε

˙

upydyq “

“
1

εn

ż

V

1

h

„

η

ˆ

x` hei ´ y

ε

˙

´ η

ˆ

x´ y

ε

˙

upydyq,

(1.110)

for some open set V ĂĂ U . Since

η
´

x`hei´y
ε

¯

´ η
`

x´y
ε

˘

h
ÝÑ
hÑ0

ηε,xipx´ yq, (1.111)

uniformly in V , we can bring the limit in the integral so that

lim
hÑ0

uεpx` heiq ´ f
εpxq

h
“

ż

U

dyupyqηε,xipx´ yq. (1.112)

We can repeat this procedure for all Dαuε.
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2. Suppose that u is continuous. Using that
ş

ηεpyqdy “ 1,

|uεpxq ´ upxq| “

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Bpx,εq

ηεpx´ yq pupyq ´ upxqq dy

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ď
1

εn

ż

Bpx,εq

η

ˆ

x´ y

ε

˙

|upyq ´ upxq|dy ď

ď C´

ż

Bpx,εq

|upyq ´ upxq| dy ÝÑ
εÑ0

0.

(1.113)

By using some notions of measure theory, one could prove convergence almost everywhere by
only assuming that u is locally integrable.

Theorem 1.7 (Smoothness of harmonic functions). If u P CpUq satisfies

upxq “ ´

ż

BBpx,rq

upyqdSpyq, @Bpx, rq Ă U, (1.114)

then u P C8pUq.

Proof.

uεpxq “

ż

U

ηεpx´ yqupyqdy “
1

εn

ż

Bpx,εq

η

ˆ

|x´ y|

ε

˙

upyqdy “

“
1

εn

ż ε

0

η
´r

ε

¯

˜

ż

BBpx,rq

udS

¸

“
1

εn
upxq

ż ε

0

η
´η

ε

¯

nαpnqrn´1dr “

“ upxq

ż

Bp0,εq

ηεdy “ upxq.

(1.115)

This shows that u ” uε on Uε, so u P C8pUεq for each ε ą 0 .

Theorem 1.8 (Estimates on the derivatives of harmonic functions). Let u be harmonic in U . Then

|Dαupx0q| ď
CK
rn`K

}u}L1pBpx0,rqq (1.116)

@Bpx0, rq Ă U and |α| “ K, and where:

C0 “
1

αpnq
, CK “

p2n`1nKqK

αpnq
(1.117)

Remark 1.12. }u}L1pBpx0,rqq “
ş

Bpx0,rq
dy|upyq|.

Proof. We shall proceed by induction on the order of the derivatives K “ 0, 1, 2, ¨ ¨ ¨ .
Consider first the case K “ 0: by the mean value formula we have

upx0q “ ´

ż

Bpx0,rq

dyupyq “
1

|Bpx0, rq|

ż

Bpx0,rq

dyupyq (1.118)
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so we can bound

|upx0q| ď
1

Bpx0, rq

ż

Bpx0,rq

dy|upyq| “
1

rnαpnq
}u}L1pBpx0,rqq. (1.119)

Consider now K “ 1: we know that u is harmonic, so uxi is also harmonic, and we can use again
the mean value formula

uxipx0q “ ´

ż

Bpx0,r{2q

uxipyqdy. (1.120)

Therefore, by Gauss-Green:

|uxipx0q| ď
2n

αpnqrn

ˇ

ˇ

ˇ

ˇ

ˇ

ż

Bpx0,r{2q

dyuxi

ˇ

ˇ

ˇ

ˇ

ˇ

looooooooomooooooooon

ˇ

ˇ

ˇ

ş

BBpx0,r{2q
dSpyqνiupyq

ˇ

ˇ

ˇ

ď
2n

αpnqrn
sup

yPBBpx0,r{2q

|upyq| |BBpx0, r{2q|
loooooomoooooon

nαpnqrn´12´pn´1q

, (1.121)

so that

|uxipx0q| ď
2n

r
}u}L8pBBpx0,r{2qq. (1.122)

Since Bpx0, r{2q Ă Bpx0, rq Ă U , we can use the argument we used in the case K “ 0 to bound the
}u}L8pBBpx0,r{2qq, getting

}u}L8pBBpx0,r{2qq ď
1

αpnq

ˆ

2

r

˙n

}u}L1pBpx0,rqq, (1.123)

and, summarizing,

|uxipx0q| ď
2n

r

1

αpnq

2n

rn
}u}L1pBpx0,rqq “

2n`1n

αpnqrn`1
}u}L1pBpx0,rqq (1.124)

which proves the claim in the case K “ 1.
Generic step: suppose that (1.116) holds @|α| ď K ´ 1. Then consider the next step |α| “ K. We
have Dα “

`

Dβu
˘

xi
for some multi-index β such that |β| “ K ´ 1, therefore for Bpx0, r{Kq Ă U :

|Dαupx0q| ď
nK

r
}Dβu}L8pBBpx0,r{Kqq, (1.125)

analogously to what we had before. So, if x P BBpx0, r{Kq then Bpx, K´1
K rq Ă Bpx0, rq Ă U , hence

(1.116) for K ´ 1 implies

|Dβu| ď
p2n`1npK ´ 1qqK´1

αpnq
`

K´1
K r

˘n`K´1
}u}L1pBpx0,rqq. (1.126)

Plugging this estimate in the previous one, we get

|Dαupx0q| ď
p2n`1nKqK

αpnqrn`K
}u}L1pBpx0,rqq. (1.127)
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Remark 1.13. The main point of the proof is to find the right sequence of constants CK .
These estimates are analogous to the bounds for the derivatives of analytic functions on C, that can

be derived from fpzq :“ 1
2πi

ş

C dω
fpωq
ω´z (recall (1.5)).

Corollary 1 (Liouville’s Theorem). Let u : Rn Ñ R harmonic, and suppose that u is bounded.
Then, u is constant.

Proof.

|Dupx0q| ď
C

rn`1
}u}L1pBpx0,rqq ď

C

rn`1
|Bpx0, rq| ď

C

r
ÝÑ
rÑ8

0. (1.128)

Therefore, Du “ 0 and hence u is constant.

Corollary 2 (Solution of Poisson’s initial value problem in Rn). Let f P C2
c pRnq, n ě 3. Then,

any bounded solution of ´∆u “ f in Rn has the form

upxq “

ż

Rn
φpx´ yqfpyqdy ` C (1.129)

for some constant C.

Proof. Looking at the explicit form of u, we have

|upxq| ď

ˇ

ˇ

ˇ

ˇ

ż

dyφpx´ yqfpyq

ˇ

ˇ

ˇ

ˇ

ď C

ˇ

ˇ

ˇ

ˇ

ż

dyφpx´ yq

ˇ

ˇ

ˇ

ˇ

ď 8, (1.130)

so u is bounded. Suppose now that ũ is another solution of ´∆ũ “ f on Rn. Then, ´∆pu´ ũq “ 0,
but since u´ ũ is bounded, u´ ũ “ const by Liouville’s theorem.

After these important corollaries, we come back to remark 1.13 and prove the following theorem.

Theorem 1.9. Let u be harmonic in U . Then u, is analytic in U .

Proof. We have to show that, for any x0 P U , there exists a neighbourhood of x0 such that u can
be represented as a convergent power series in x´ x0. Let us call

r :“
1

4
distpx0, BUq, M :“

1

αpnqrn
}u}L1pBpx0,2rqq ă 8. (1.131)

For each x P Bpx0, rq, by construction we have that Bpx, rq Ă Bpx0, 2rq, and we already got the
bound

}Dαu}L8pBpx0,rqq ďM

ˆ

2n`1n

r

˙|α|

|α||α|. (1.132)

Using the Stirling formula

lim
kÑ8

kk`
1
2

k!ek
“

1

p2πq
1
2

, (1.133)

we get

|α||α| ď Ce|α||α|! (1.134)
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for some constant C and all multi-indices α. Invoking the multinomial theorem:

nK “ p1` ¨ ¨ ¨ ` 1qk “
ÿ

|α|“k

|α|!

α!
, (1.135)

from which we get
|α|! ď n|α|α!. (1.136)

Combining these inequalities we get

}Dαu}L8pBpx0,rqq ď CM

ˆ

2n`1n2e

r

˙|α|

α!. (1.137)

The Taylor series for u at x0 is
ÿ

α

Dαupx0q

α!
px´ x0q

α, (1.138)

where the sum is taken over all multi-indices. The claim is that this power series converges provided

|x´ x0| ă
r

2n`2n3e
. (1.139)

In order to check this claim, we have to compute, for each N P N, the remainder

RN pxq :“ upxq ´
N´1
ÿ

k“0

ÿ

|α|“k

Dαupx0qpx´ x0q
α

α!
“

ÿ

|α|“N

Dαupx0 ` tpx´ x0qqpx´ x0q
α

α!
, (1.140)

for some t depending on x, 0 ď t ď 1. Finally, using the estimates on the derivatives we get

|RN pxq| ď CM
ÿ

|α|“N

ˆ

2n`1n2e

r

˙N
´ r

2n`2n3e

¯N

ď CMnN
1

p2nqN
“
CM

2N
Ñ

NÑ8
0. (1.141)

The next theorem allows to show that maxima and minima of harmonic functions are in some
sense comparable.

Theorem 1.10 (Harnack inequality). Let U be a bounded open subset of Rn. Let V ĂĂ U connected
and open, and u harmonic in U such that u ě 0. Then, there exists a constant C ą 0 such that

sup
V
u ď C inf

V
u. (1.142)

Moreover, since

inf
V
u ď upyq @y P V, sup

V
u ě upyq @y P V (1.143)

then
upxq ď Cupyq @x, y P V (1.144)

that is:
1

C
upyq ď upxq ď Cupyq. (1.145)
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Proof. Let r :“ 1
4disttpV, BUq. If x, y P V , |x´ y| ď r, then

upxq “ ´

ż

Bpx,2rq

upxqdz ě
1

|Bpx, 2rq|

ż

Bpy,rq

upzqdz (1.146)

being u ě 0. In particular

1

|Bpx, 2rq|

ż

Bpy,rq

upzqdz “
1

2n
´

ż

Bpy,rq

upzqdz “
1

2n
upyq (1.147)

so that

2nupyq ě upxq ě
1

2n
upyq @x, y P V, |x´ y| ď r. (1.148)

Now, since V is connected and V̄ is compact, we can cover V̄ with finitely many balls tBiu
N
i“1 of

radius r{2 and Bi XBi´1 ‰ H. This implied that

upxq ě
1

2npN`1q
upzq @x, z P V, (1.149)

where N “ NV depends on V .

Properties of the solutions of Poisson’s initial value problem. We now have enough tools
to discuss the simplest extension of Newton’s law, in the case f is not radial.

Example 1.3.1 (Multipole expansion). Let Φpxq be the fundamental solution of Laplace’s equation.
Consider

u “

ż

dyfpyqΦpx´ yq, x ‰ U Ą suppf. (1.150)

Being Φpx´ yq harmonic, it is also analytic, so we can expand around y “ 0:

Φpx´ yq “ Φpxq ´ ypDyΦqpxq `
1

2
yiyjByiByjΦpxq ` ¨ ¨ ¨ , (1.151)

and in particular

upxq “

ż

dyfpyqΦpx´ yq “

ż

dyfpyq
looomooon

a

Φpxq ´

ż

dyfpyqyiBiΦpxq ` Epxq. (1.152)

In the case n ě 3, Φpxq “ 1
4π|x| and BiΦpxq “

´xi
4π|x|3 , so that

upxq “
a

4π|x|
loomoon

1´charge potential

`
p ¨ x

4π|x|3
loomoon

dipole momentum

`O
ˆ

1

|x|4

˙

(1.153)

which can be interpreted as a potential generated by to point-like charges sitting at x1 and x2, with
charges respectively ˘q such that p “ q1x1 ` q2x2 “ qpx1 ´ x2q.
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1.3.7 Green’s function

We want now to discuss the existence of the solution of the Poisson initial value problem (1.100),
that we recall here for simplicity

#

´∆u “ f, in U,

u “ g, on BU.

with prescribed f and g. We know (Thm. (1.6)) that this initial value problem has at most one
solution. As we we shall see, existence can be proved in certain cases. In particular, we will discuss
a useful representation formula for the solution of the initial value problem that allows to write an
explicit expression for the solution u, whenever it exists. This expression can actually be used to
prove the existence of the solution in some simple cases.

Definition 10 (Green’s first identity). Let U Ă Rn, and u, v P C2pŪq. Then:
ż

U

v∆udx`

ż

U

Du ¨Dvdx “

ż

BU

vν ¨DyudSpyq. (1.154)

By just interchanging the rule of u, v and subtracting the two identities, we get the second
Green’s identity.

Definition 11 (Green’s second identity). Let U Ă Rn, and u, v P C2pŪq. Then:
ż

U

pv∆u´ u∆uq “

ż

BU

pvν ¨Dyu´ uν ¨DyvqdSpyq (1.155)

In particular, we would like to apply such identities to the case in which u is a solution of the
Poisson initial value problem (1.100) and v is the fundamental solution of Laplace’s equation:

vpyq “

#

1
2π log |x´ y| if n “ 2,

1
npn´2qαpnq

1
|x´y|n´2 if n ě 3.

(1.156)

A priori, the problem in doing that is, as we already commented in (1.43), ∆Φ is not integrable
due to the singularity at x “ y. To solve this problem, let us just start by considering the domain
UzBpx, εq:

ż

UzBpx,εq

pΦpx´ yq∆u´ u∆Φpx´ yqq dy “

“

ż

BpUzBpx,εqq

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq.

(1.157)

Now we use that ∆yΦpx ´ yq “ 0 for each y P UzBpx0, εq, and also that the integral appearing in
the r.h.s. can be rewritten as the sum of the integral along two boundaries:

ż

BpUzBpx,εqq

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq “

“

ż

BU

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq
looooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooon

with outward normal

`

`

ż

BBpx,εq

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq
loooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooon

with inward normal

.

(1.158)
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Hence,

ż

BpUzBpx,εqq

Φpx´ yq∆upyqdy “

ż

BU

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq`

`

ż

BBpx,εq

pΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqq dSpyq.

(1.159)

We would like to take the εÑ 0 limit: with this purpose, notice that

ˇ

ˇ

ˇ

ˇ

ˇ

ż

BBpx,εq

Φpx´ yqν ¨DyupyqdSpyq

ˇ

ˇ

ˇ

ˇ

ˇ

ď |Φpεq|

ż

BBpx,εq

|Dyupyq| dSpyq ď

ď |Φpεq| sup
yPBpx,εq

|Dyupyq|

ż

BBpxεq

dSpyq ď Cεn´1 |Φpεq| ÝÑ
εÑ0

0.

(1.160)

Now we have to bound the other term:
ż

BBpx,εq

upyqν ¨DyΦpx´ yq “

ż

BBpx,εq

upyqν ¨ Φ1px´ yq
x´ y

|x´ y|
“

“ ´

ż

BBpx,εq

upyqΦ1p|x´ y|q
|x´ y|2

|x´ y|2
“ ´Φ1pεq

ż

BBppx,εq

upyqdSpyq “

“ ´
1

nαpnqεn´1
εn´1nαpnq ¨ ´

ż

BBpx,εq

upyqdSpyq ÝÑ
εÑ0`

upxq,

(1.161)

where we just used, to pass from the first to the second line, that νpyq “ ´ x´y
|x´y| . All in all,

lim
εÑ0

ż

UzBpx,εq

Φpx´ yq∆upyqdy “

“

ż

BU

rΦpx´ yqν ¨Dyupyq ´ upyqν ¨DyΦpx´ yqs dSpyq ` upxq,

(1.162)

and, since

lim
εÑ0

ż

UzBpx,εq

Φpx´ yq∆upyqdy “

ż

U

Φpx´ yq∆upyqdy, (1.163)

we finally get

upxq “

ż

U

Φpx´ yq∆upyqdy `

ż

BU

r´Φpx´ yqν ¨Dyupuq ` upyqν ¨DyΦpx´ yqs dSpyq . (1.164)

Remark 1.14. The last equation (1.164) tells us that to find upxq in U it is enough to know Byupyq
on the boundary BU .

Consider now the solution of Laplace’s equation in U Ă Rn: φxpyq such that ∆yφpyq “ 0 in U .
By Green’s second identity we get

ż

U

φx∆udy “

ż

BU

pφxν ¨Dyu´ uν ¨Dyφ
xq dSpyq, (1.165)
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so that we can just add this identity to (1.164) that we get before, obtaining

upxq “

ż

U

pΦpx´ yq ` φxpyqq∆udy`

`

ż

BU

rp´Φpx´ yq ´ φxpyqq ν ¨Dyupyq ` upyqν ¨DyΦpx´ yq ` φxpyqs dSpyq “:

“:

ż

U

G∆udy `

ż

BU

r´Gν ¨Dyupyq ` upyqν ¨DyGs dSpyq

(1.166)

where we defined
Gpx, yq “ Φpx´ yq ` φxpyq. (1.167)

Remark 1.15. Suppose now that we can choose φxpyq such that G “ 0 on BU . Then

upxq “

ż

U

G∆upyqdy `

ż

BU

upyqν ¨DyGdSpyq, (1.168)

meaning that, if u is a solution of the initial value problem

´∆u “ f in U, u “ g on BU,

then (1.164) gives an explicit expression for u as a function of f and g, which are the prescribed
functions of the problem. Conversely, if one can prove that the Laplace initial value problem

∆φx “ 0 in U, φx “ Φpx´ yq on BU,

admits a solution, then (1.164) gives a solution for the Poisson initial value problem (1.100).

Definition 12. G ” Gpx, yq is called Green’s function for U Ă Rn for x, y P U, x ‰ y.

Before discussing the computation of the Green’s function is some special cases, let us discuss
some symmetry property of the Green’s function.

Theorem 1.11 (Symmetry of the Green function). @x, y P U, x ‰ y,

Gpx, yq “ Gpy, xq. (1.169)

Proof. Let vpzq “ Gpx, zq, wpzq “ Gpy, zq. Then by construction ∆v “ 0 if z ‰ x, and ∆w “ 0 if
z ‰ y, and v “ w “ 0 on BU . Let now

V :“ UzBpx, εq YBpy, εq, ε small. (1.170)

Using Green’s identity,

ż

BBpx,εq

pν ¨Dzvw ´ ν ¨Dzwvq dSpzq “

ż

BBpy,εq

pν ¨Dzwv ´ ν ¨Dzvwq dSpzq. (1.171)

Being w smooth close to x,
ˇ

ˇ

ˇ

ˇ

ˇ

ż

BBpx,εq

ν ¨DzwvdSpzq

ˇ

ˇ

ˇ

ˇ

ˇ

ÝÑ
εÑ0

0. (1.172)
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Also, we can conclude that
ż

BBpx,εq

ν ¨Dzvw “

ż

BBpx,εq

ν ¨DzΦpx´ zqwpzq ÝÑ
εÑ0

wpzq. (1.173)

Similarly, the r.h.s. of
ż

BBpy,εq

pν ¨Dzwv ´ ν ¨Dzvwq dSpzq ÝÑ
εÑ0

vpyq. (1.174)

Therefore wpzq “ Gpy, xq “ vpyq “ Gpx, yq.

Example 1.3.2 (Green’s function in the half space). Let us consider the half space Rn` :“ tx “
px1, ¨, xnq,

ˇ

ˇxn ą 0u.

Notice that this region is unbounded, so we cannot rely on the previous results. We shall
compute the Green function using a reflection trick, known as method of the images.

Definition 13 (Reflection). Given x P Rn`, we define its reflection with respect to BRn` “ tx “
px1, ¨, xnq,

ˇ

ˇxn “ 0u as
x̃ “ px1, ¨ ¨ ¨ , xn´1,´xnq. (1.175)

We are looking for a function φxpyq such that

#

∆yφ
xpyq “ 0 in Rn`,

φxpyq “ Φpx´ yq on BRn`.
(1.176)

The problem is that φxpyq is not defined at x “ y. Therefore consider the function

φxpyq “ Φpx̃´ yq. (1.177)

If x P Rn` ñ x̃ R Rn`, therefore φxpyq is well defined @x, y P Rn` and, in particular

#

∆yφ
xpyq “ 0 in Rn`,

φxpyq “ Φpx´ yq on BRn`
(1.178)

being x “ x̃ on BRn`. So the Green function for the half plane Rn` is

Gpx, yq “ Φpx´ yq ´ Φpx̃´ yq, x, y P Rn`, x ‰ y. (1.179)

Let us now use G to compute the solution of the Poisson initial value problem (1.100). We have

Gynpx, yq “ Φynpx´ yq ´ Φynpx̃´ yq “
1

nαpnq

„

yn ´ xn
|y ´ x|n

´
yn ` xn
|y ´ x̃|n



. (1.180)

Recalling that

upxq “

ż

U

G∆u`

ż

BU

upyqν ¨DyG, (1.181)

for y P BRn`
ν ¨DyGpx, yq “ ´Gynpx, yq “

2xn
nαpnq

1

|x´ y|n
. (1.182)
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Suppose that u solves the initial value problem

#

∆u “ 0, in Rn`,
u “ g, on BRn`,

(1.183)

we expect that, for x P Rn`,

upxq “
2xn
nαpnq

ż

BRn

gpyq

|x´ y|n
dy “

ż

Kpx, yqgpyqdy, (1.184)

where we have introduced the Poisson kernel K for the half plane. To conclude, we are left with
proving that u is indeed a solution of (1.183).

Proposition 5. Let g P CpRn´1q X L8pRn´1q, hence

1. u P C8pRnq X L8pRn`q,

2. ∆u “ 0 in Rn`,

3. for x P Rn`, limxÑx̄ upxq “ gpx̄q for each x̄ P BRn`.

Proof. 1. Since G is harmonic for x ‰ y, Kpx, yq “ ´Gynpx, yq is also harmonic for x ‰ y, so it
is harmonic for x P Rn`, y P BRn`.

2. ∆upxq “ ∆x

ş

BRn
`

dyKpx, yqgpyq “
ş

dy∆xKpx, yqgpyq “ 0.

3.

|upxq ´ gpx̄q| ď

ż

BRn
`

Kpx, yq|gpyq ´ gpx̄q| “

“

ż

BRn
`
XBpx̄,jq

Kpx, yq|gpyq ´ gpx̄q| `
ż

BRn
`
zBpx̄,jq

Kpx, yq|gpyq ´ gpx̄q| ď

ďCε`

ż

BRn
`
zBpx̄,jq

Kpx, yq|gpyq ´ gpx̄q| ď

ďCε` c}g}8

ż

BRn
`
zBpx̄,jq

Kpx, yq
loomoon

»
xn

|x´y|n ,

integrable in BRn`

ÝÑ
xnÑ0

0.

(1.185)

1.3.8 Existence of solutions for the Laplace problem

We want to prove existence of solutions for:

#

∆u “ 0 in U,

u “ g on BU,
(1.186)

where U Ă Rn is open and bounded and g P C0pBUq.
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Definition 14 (Mean-value subharmonic/super-harmonic/harmonic). u P C0pUq is called mean-
value subharmonic if

upxq ď ´

ż

Bpx,rq

upyqdy, @Bpx, rq Ă U. (1.187)

u P C0pUq is called mean-value super-harmonic if ´u is mean-value subharmonic, and mean-value
harmonic if u is both mean-value sub-harmonic and mean-value super-harmonic.

Remark 1.16. 1. If u P C2pUq, the three situations just describe coincide respectively with

´∆u ď 0, ´∆u ě 0, ∆u “ 0. (1.188)

2. For harmonic functions, ”mean-value harmonic ” harmonic”. From now on, we will often
drop the term ”mean-value”.

Theorem 1.12.

Let u P C0pUq. The following statements are equivalent:

1. upxq ď ´
ş

BBpx,rq
upyqdy @Bpx, rq Ă U ,

2. upxq ď ´
ş

Bpx,rq
upyqdy @Bpx, rq Ă U ,

3. upxq ď hpxq, @ harmonic function h such that, for all Bpx, rq Ă U , u æBBpx,rqď h æBBpx,rq.

Proof.

1.ñ 2. already proven.

2.ñ 3. Let h be harmonic. Thus, u´ h is mean-value subharmonic and u´ h ď 0 on BBpx, rq for
all Bpx, rq Ă U . Hence, by the maximum principle,

sup
yPBpx,rq

pupyq ´ hpyqq “ sup
yPBBpx,rq

pupyq ´ hpyqq ď 0. (1.189)

3.ñ 1. by the mean value formula.

Theorem 1.13. 1. Let u, v P C0pUq, u subharmonic and v super-harmonic. If u ď v on BU
then either u ă v or u “ v in U .

2. Let u P C0pUq subharmonic and Bpx, rq Ă U . We define the harmonic lifting of u on Bpx, rq
as

vpyq “

#

upyq, @y P UzBpx, rq,
ş

BBpx,rq
KBpx,rqpy, zqupzqdSpzq @y P Bpx, rq,

(1.190)

where KBpx,rqpy, zq is the Poisson Kernel for the ball

KBpx,rqpy, zq “
r2 ´ |y ´ x|2

nαpnqr

1

|y ´ z|n
. (1.191)

Then, v P C0pUq, v is subharmonic and u ď v.

3. Let u1, ¨ ¨ ¨ , uk P C
0pUq be subharmonic. Then, u “ maxi“,1¨¨¨ ,k ui is subharmonic.
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Proof. 1. Follows directly from the maximum principle: u´ v is subharmonic and u´ v ď 0 on
BU .

2. Let B1 “ Bpx1, r1q Ă U . Let h be harmonic in B1 and such that v ď h on BB1. Goal: prove
that v ď h on B1 and that u ď v. Let us start by proving the second statement: by the
definition of v (1.190), u ď v for y P U Ă Bpx, rq. Let now y P Bpx, rq: for all y P BBpx, rq
vpyq “ upyq by definition of Poisson kernel. Also, u´ v is subharmonic ñ u ď v @y P Bpx, rq
by the maximum principle. Therefore, we are left with proving that v is subharmonic in U ,
and we want to use point 3. of Theorem (1.3.8). Since u ď v in B1, so u ď h in B1 and

u æBB1ď v æBB1ď h æBB1 (1.192)

ñ u ď h in B1 by the maximum principle. Since u “ v on B1zB, v ď h in B1zB. Suppose
now that v is in B1 X B: then v is harmonic. Then, since v ď h on B pB1 XBq we get v ď g
in B1 XB Ă BB1 Y BpB1zBq ñ v ď h in B1, so v is subharmonic in B1 and hence in U .

3. Let upyq “ maxi ui, and y P Bpx, rq Ă U . Let p P t1, ¨ ¨ ¨ , ku such that

upxq “ uppxq, x fixed . (1.193)

So

upxq “ uppxq ď ´

ż

BBpx,rq

uppyqdSpyq ď ´

ż

BBpx,rq

upyqdSpyq, (1.194)

by definition of u and using that up is subharmonic.

Finally, we will need some result about the limits of subharmonic functions.

Theorem 1.14. Let tvkukPN be a nondecreasing sequence of bounded harmonic functions in U Ă Rn
open, bounded and connected. Suppose that

vkpuq ÝÑ
kÑ8

upyq .

Then,
vk Ñ u,

uniformly in U and u is harmonic.

Proof. Let z P U . The function vkpzq ´ v`pzq is harmonic for k, ` P N. Moreover, vkpzq ´ v`pzq ě 0
for k ě `. By Harnack’s inequality

1

C
pvkpyq ´ v`pyqq ď pvkpzq ´ v`pzqq ď C pvkpyq ´ v`pyqq , (1.195)

meaning that pvkpzq ´ v`pzqq is a Cauchy sequence, uniformly in z P U . Let us denote by upzq the
limit of the sequence, and let Bpz, rq Ă U . By the mean value theorem

vkpzq “ ´

ż

Bpz,rq

vkpyqdy ÝÑ
kÑ8

upzq “ ´

ż

Bpz,rq

upyqdy, (1.196)

which proves that the limit is harmonic.
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Definition 15 (Set of subharmonic functions relative to a continuous function). Let g P C0pBUq.
We define the set of subharmonic functions relative to g as

Sg :“
 

v P C0pŪq
ˇ

ˇv subharmonic and v ď g on BU
(

. (1.197)

Theorem 1.15. Let g P C0pBUq. Define, @x P Ū ,

upxq :“ suptvpxq
ˇ

ˇv P Sgu. (1.198)

Then, u is well defined and harmonic.

Proof. To begin, notice that Sg ‰ H, since the constant function vpxq “ minyPBU gpyq belongs to
Sg. Also, notice that the set Sg is bounded: vpxq ď maxyPBU gpyq ă 8, @v P Sg, which implies
that u is well defined. Fix y P U . We denote by tvkpyqukPN, vk P Sg, the sequence such that
limkÑ8 vkpyq “ upyq.

Assume that vkpyq ď vk`1pyq (if not, we reorder the v1ks so that this is true). Let us introduce
the harmonic lifting

wkpzq “

#

vkpzq, @y P UzBpx, rq,
ş

BBpx,rq
KBpx,rqpz, tqvkptqdSptq @z P Bpy, rq.

(1.199)

Thanks to Theorem (1.13) we know that wk is subharmonic and that vk ď wk. Also, wk P Sg, since

wk æBU“ vk æBUď gk æBU , (1.200)

which implies vk ď wk ď u. Therefore, vkpyq Ñ upyq ñ wkpyq Ñ upyq. Now, thanks to theorem
(1.14), using that wk is harmonic in Bpy, rq (up to a rearrangement of the sequence):

wk Ñ w˚, (1.201)

uniformly in Bpy, rq, with w˚ harmonic. We claim that w˚ “ u. We shall proceed by contradiction.
Suppose that w˚ ‰ u in Bpy, rq. Therefore, there exists p P Bpy, rq such that w˚ppq ă uppq.

This also implies that there exists w̃ P Sq such that w˚ppq ă w̃ppq ă uppq. Let v̂k “ maxtw̃, wku
and

ŵkpzq “

#

v̂kpzq, @y P UzBpx, rq,
ş

BBpx,rq
KBpx,rqpz, tqv̂kptqdSptq @z P Bpy, rq.

(1.202)

As before, wk ď v̂k ď ŵk ď u and ŵk Ñ ŵ˚ uniformly in Bpy, rq, ŵ˚ harmonic. Moreover,
wk ď ŵk ñ w˚ ď ŵ˚ and w˚pyq “ ŵ˚pyq “ upyq. Consider now the function w˚ ´ ŵ˚. By
what we proved, we know that: w˚ ´ ŵ˚ is harmonic; it is ď 0; and it reaches its maximum,
which is 0, in y P Bpy, rq. Therefore, by the strong maximum principle, w˚ “ ŵ˚ in Bpy, rq;
that is, w̃ppq ď ŵ˚ppq “ w˚ppq, which is a contradiction. Hence w˚ “ u, which proves that u is
harmonic.

Remark 1.17. The function u is our candidate for the solution of the Laplace initial value problem
(1.186). We are left with checking that the solution fulfills the boundary condition u “ g on BU .

Definition 16 (Barrier function, regular point). Let U Ă Rn be open, x˚ P BU . A function
w P C0pŪq is called a barrier in x˚ if:
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1. wpx˚q “ 0 and w ą 0 on Ūztx˚u.

2. w is mean-value super-harmonic in U .

A point x˚ P U is called regular if there exist a barrier at x˚.

Definition 17. An open set U Ă Rn has the exterior sphere property at x˚ P BU if there exists
y P Rn and r ą 0 such that

Bpy, rq X Ū “ tx˚u. (1.203)

Lemma 1.1. If x˚ P BU has the exterior sphere property, then x˚ is regular.

Proof. Let upxq “ Φpx˚ ´ yq ´ Φpx ´ yq. Then by definition upxq “ 0 if x “ x˚, and upxq ą 0 if
x P U . Moreover, u is super-harmonic for y P U (in fact it is harmonic). Therefore we explicitly
constructed a barrier at x˚, which implies that x˚ is regular.

Remark 1.18. Any set U with boundary BU of class C2 has the exterior sphere property.

Lemma 1.2. Let U Ă Rn open and bounded, g P C0pBUq. Let

upxq “ suptvpxq | v P Sgu. (1.204)

If x˚ P BU is regular, then
lim
xÑx˚

upxq “ upx˚q “ gpx˚q (1.205)

Proof. Let ε ą 0. There exists δ ą 0 such that

|gpxq ´ gpx˚q| ă ε, @x P Bpx˚, δq X BU. (1.206)

Therefore, @x P BU :

|gpxq ´ gpx˚q| ď ε` 2
maxBU |g|

minŪzBpx˚,δq w|
looooooooomooooooooon

“:C

wpxq (1.207)

where w appears without the absolute value since w ě 0. We then have:

gpx˚q ´ Cwpxq ´ ε ď gpxq ď gpx˚q ` Cwpxq ` ε, @x P BU. (1.208)

The function gpx˚q ´ Cwpxq ´ ε is subharmonic and belongs to Sg. Therefore, @x P Ū , gpx˚q ´
Cwpxq ´ ε ď upxq. Also, the function gpx˚q ` Cwpxq ` x is super-harmonic. This implies that
@v P Sg

vpxq ď gpxq ď gpx˚q ` Cwpxq ` ε @x P BU, (1.209)

and by the max principle
vpxq ď gpx˚q ` Cwpxq ` ε @x P U. (1.210)

Therefore

upxq “ suptvpxq
ˇ

ˇv P Sgu ď gpx˚q ` Cwpxq ` ε, @x P U ñ

ñ lim
xÑx˚

sup |upxq ´ gpx˚q| ď ε` lim
xÑx˚

Cwpxq “ ε, @ε ą 0. (1.211)
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Theorem 1.16. Let U Ă Rn open and bounded. The boundary value problem

#

∆u “ 0 in U,

u “ g on BU
(1.212)

with g P C0pBUq admits a solution if and only if all points x˚ P BU are regular.

Proof. Let all x˚ P BU be regular. Then, existence follows from Theorem (1.15) and Lemma (1.2).
Suppose now that the Dirichlet boundary problem admits a solution @g P C0pBUq, and let x˚ P BU .
Then, the solution of ∆U “ 0, upxq “ |x´x˚| on BU is a barrier at x˚. By the maximum principle,
u ě 0 on U . Suppose now that y P U such that upyq “ 0. Then, upyq “ 0 in U since 0 “ infxPBU upxq
by the strong maximum principle. But this is a contradiction, since

upxq ‰ constant on BU,

and u P C2pUq X CpŪq which implies that upxq ą 0 for all x P Ū , x ‰ x˚.

To conclude, we would like to extend the previous results to prove existence of solutions for the
nonhomogeneous case (1.100). Recall the definition of Green’s function, Gpx, yq “ Φpx´yq´φxpyq
with

#

∆φx “ 0 in U,

φxpyq “ Φpx´ yq on BU
(1.213)

We look for a solution u of (1.100) as u “ u1 ` u2, where u1 and u2 are defined as follows. We
have:

#

∆u2 “ 0 in U,

u2 “ g on BU,
(1.214)

which admits a unique solution, as we proved, while

#

∆u1 “ f in U,

u1 “ 0 on BU,
(1.215)

which also admits a unique solution, given by:

u1pxq “

ż

U

fpyqGpx´ yqdy. (1.216)

1.3.9 Energy methods

Let us consider:
#

´∆u “ f in U,

u “ g on BU,
(1.217)

with U Ă Rn open, bounded and such that BU is of class C1. Here we shall give a different proof
of the following theorem.

Theorem 1.17. The boundary value problem admits at most one solution u P C2pŪq.
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Proof. Suppose u1 and u2 are two solutions. Then, w “ u1 ´ u2 is a solution of:
#

∆w “ 0 in U,

w “ 0 in BU,
(1.218)

and this implies that

0 “ ´

ż

U

w∆wdx “

ż

U

|∇w|2dx, (1.219)

which is true if and only if |∇w| “ 0 in U , meaning that w is constant in U . Being w “ 0 on BU ,
then w “ 0 in U .

Remark 1.19. The functional

Ipwq “

ż

U

1

2
|∇w|2, (1.220)

is called the energy of the solution. In the more general case of the Poisson initial value problem
(1.100), the energy functional would read as

Ipwq :“

ż

U

dx
1

2
|∇w|2 ´ fw (1.221)

defined on the domain
A :“ tw P C2pUq

ˇ

ˇw “ g on BUu. (1.222)

Theorem 1.18 (Dirichlet’s principle). Suppose that u P C2pŪq solves the initial value problem
(1.186). Then

Ipuq “ min
wPA

Ipwq. (1.223)

Conversely, if u P A satisfies (1.223), then u solves the initial value problem (1.186).

Proof. Suppose that u is a solution of the initial value problem. Let w P A. Then

0 “

ż

U

p´∆u´ fqpu´ wqdx. (1.224)

Integrating by parts we get:

0 “

ż

U

pDu ¨Dpu´ wq ´ fpu´ wqqdx, (1.225)

where the boundary terms vanish since u´ w æBU“ g ´ g “ 0. Hence,
ż

u

|Du|2 ´ uf “

ż

Du ¨Dw ´ wf ď
1

2

ż

U

|Du|2 `
1

2

ż

|Dw|2 ´ wf “

ż

Du ¨Dw ´ wf. (1.226)

Thus, we have
1

2

ż

U

|Du|2 ´ uf ď
1

2

ż

|Dw|2 ´ wf. (1.227)

Therefore, since u P A, u is the minimizer of I on A. Now we want to prove that if u is the
minimizer of I, then it solves the boundary value problem. Let v P C8c pUq, and define

ipτq :“ Ipu` 2vq, τ P R. (1.228)
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Notice that u`2v P A for all τ . Being u by assumption the minimizer of I, τ Ñ ipτq has a minimum
at τ “ 0. Suppose now that ipτq is differentiable at τ “ 0, then

d

dτ
ipτq

ˇ

ˇ

τ“0
“ 0. (1.229)

Let us now compute the derivative and check that it exists:

ipτq “

ż

U

1

2
|Du` 2Dv|2 ´ pu` 2vqfdx “

ż

U

1

2
|Du|2 ` 2Du ¨Dv `

22

2
|Dv|2 ´ pu` 2xqf, (1.230)

so that
d

dτ
Ipτq “

ż

U

Du ¨Dv ` 2|Dv|2 ´ vf. (1.231)

Being u, v P C2pŪq the derivative exists. Moreover, if we impose the condition (1.229), we find

0 “
d

dτ
ipτq

ˇ

ˇ

τ“0
“

ż

U

Du ¨Dv ´ vfdx “

ż

U

p´∆u´ fqvdx (1.232)

where we used that v “ 0 on BU . Being the identity valid @v P C8c pUq, the latter equality can be
true only if ´∆u “ f in U .

Remark 1.20. This theorem tells us that the uniqueness of the solution of the initial value problem
is equivalent to the uniqueness of the minimizer of Ip¨q on A.

1.4 Heat equation

In this section, we will be interested in understanding the so called heat equation, in both the
homogeneous and in the non homogeneous case:

ut ´∆u “ 0, (1.233)

ut ´∆u “ f, (1.234)

where t ą 0, x P U Ă Rn open. The unknown is upx, tq and the Laplace operator acts only on the
variables px1, ¨ ¨ ¨ , xnq.

Motivations. The heat equation describes a time dependent phenomenon: one can think as
x P Rn to be a space variable and t a time variable. The function fpx, tq is also given. Let
F ” F px, tq be a local flux through x, and

d

dt

ż

V

udx “ ´

ż

BV

F ¨ νDS ñ ut “ ´divF (1.235)

since V is arbitrary. Phenomenologically, the flux is directed from regions with high concentration
to regions with low concentration, which motivates the choice:

F “ ´aDu, a ą 0 . (1.236)

Thus,
ut “ adivpDuq “ a∆u. (1.237)



1.4. HEAT EQUATION 39

1.4.1 Fundamental solution

For the Laplace equation, we found the fundamental solution by looking at radial solutions. Here,
we notice that if u solves ut ´∆u “ 0, then

uλt :“ uλpx, tq “ upλx, λ2tq, (1.238)

solves
uλt ´∆uλ “ 0. (1.239)

Therefore, one would like to find a solution such that

uλ “ u, @λ (1.240)

It is convenient to be a bit more general, and to look for solutions invariant under the rescaling

upx, tq “ λαupλβx, λtq, @λ ą 0, (1.241)

for some α and β. Let λ “ t´1. The latter condition reads:

upx, tq “ t´αupt´βx, 1q, (1.242)

and the homogeneous heat equation (1.233) becomes:

´αt´α´1upt´βx, 1q ` t´α´1upt´βx, 1q`

`t´αp´βqt´β´1 px ¨Dxuq
`

t´βx, 1
˘

´ t´αt´2βpDuq
`

t´βx, 1
˘

“ 0 ô

ôαt´pα`1qupy, 1q ` t´pα`1qβpyDyuqpy, 1q`

`tα`2βp∆uqpy, 1q “ 0

(1.243)

Let now β “ 1
2 . The coefficient t´pα`1q factors out and, calling up¨, 1q ” vp¨q, we are left with

αvpyq `
1

2
y ¨Dyv `∆v “ 0. (1.244)

Let us further assume that v is radial
vpxq ” vp|x|q. (1.245)

Proceeding as for the Laplace equation, we get

αvpyq `
1

2
y ¨

y

|y|
v1p|y|q ` v2p|y|q `

n´ 1

r
v1pyq

loooooooooooomoooooooooooon

Laplacian of v

“ 0. (1.246)

Setting wprq “ vpxq, r “ |x| the latter equation reads:

αw `
1

2
rw1 ` w2 `

n´ 1

r
w1 “ 0. (1.247)

Then, fixing α “ n{2
n

2
w `

r

2
w1 ` w2 `

n´ 1

r
w1 “ 0. (1.248)
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Now, notice that

rn´1

ˆ

w2 `
n´ 1

r
w1
˙

“
`

rn´1w1
˘1
, (1.249)

rn´1
´n

2
w `

r

2
w1
¯

“
1

2
prnwq

1
(1.250)

Hence, (1.248) implies

prn´1w1q1 `
1

2
prnwq1 “ 0 ñ rn´1w1 `

1

2
rnw “ a, for a constant. (1.251)

Suppose now that w,w1 ÝÑ
rÑ8

0 fast enough. Then a “ 0, hence

w1 “ ´
1

2
rw. (1.252)

Therefore, we reduced the problem to an ordinary differential equation, whose solution is

w “ be´
r2

4 , (1.253)

for some constant b. Summarizing

upx, tq “ t´αupt´βx, 1q ” t´αwpt´β |x|q “ t´
n
2 be´

|x|2

4t . (1.254)

Definition 18 (Fundamental solution of the heat equation). The function

#

Φpx, tq “ 1
p4πtqn{2

e´
|x|2

4t , x P Rn, t ą 0,

0 x P Rn, t ă 0,
(1.255)

is the fundamental solution of the heat equation.

Remark 1.21. Notice that, for x ‰ 0,

lim
tÑ0`

Φpx, tq “ 0. (1.256)

Instead, Φ is singular at p0, 0q. The normalization constant has been chosen in such a way that
ż

Rn
Φpx, tqdx “ 1. (1.257)

Consider now the initial value problem
#

ut ´∆u “ 0, in Rn ˆ p0,8q,
u “ g, on Rn ˆ tt “ 0u.

(1.258)

For t ą 0, the function px, tq Ñ Φpx ´ y, tq is perfectly regular. Therefore, analogously to the
Laplace initial value problem case, one expects

upx, tq “

ż

Rn
Φpx´ y, tqgpyqdy, (1.259)

to be a solution of the heat equation. In fact, this is true for g P CpRnq X L8pRnq.
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Theorem 1.19 (Solution of the initial value problem). Let g P CpRnq X L8pRnq. Let

upx, tq “

ż

Rn
Φpx´ y, tqgpyqdy ”

1

p4πtqn{2

ż

Rn
dye´

|x´y|2

4t gpyq, @x P Rn, t ą 0. (1.260)

Then,

1. u P C8pRn ˆ p0,8qq,

2. ut ´∆u “ 0, x P Rn, t ą 0,

3. limpx,tqÑpx0,0q
xPRn,tą0

upx, tq “ gpx0q, @x0 P Rn.

Remark 1.22. This shows that u in (1.260) is a solution of the initial value problem (1.258).

Proof. 1. It follows from the fact that Φpx´ y, tq is C8 in x P Rn, t ą 0 and the derivatives are
absolutely integrable.

2. It follows from the fact that Φ is a solution.

3. Let x0 P Rn, and fix ε ą 0. Being g continuous, there exists δ ą 0 such that

|gpyq ´ gpx0q| ď ε if |y ´ x0| ă δ, y P Rn. (1.261)

Take now |x´ x0| ă δ{2: so we have

|upx, tq ´ gpx0q| ď

ż

Rn
Φpx´ y, tq|gpxq ´ gpx0q|, (1.262)

where we used that
ş

dyΦpx´ y, tq “ 1. Then,

|upx, tq ´ gpx0q| ď

ż

RnzBpx0,δq

Φpx´ y, tq|gpyq ´ gpx0q|dy`

`

ż

Bpx0,δq

Φpx´ yq|gpyq ´ gpx0q|dy ” I ` II

(1.263)

By continuity, II ď ε. Thus we are left with studying the term I, corresponding to |y´x0| ě δ.
We use:

|y ´ x0| “ |y ´ x` x´ x0| ď |y ´ x| ` δ{2 ď |y ´ x| `
1

2
|y ´ x0|, (1.264)

meaning that |y ´ x| ě 1
2 |y ´ x0|. Therefore

I ď 2}g}8

ż

RnzBpx0,δq

Φpx´ y, tqdy ď
c

tn{2

ż

RnzBpx0,δq

e´
|x´y|2

4t dy ď

ď
c

tn{2

ż

RnzBpx0,δq

e´
|x0´y|

2

16t dy “ c

ż

RnzBp0,δ{
?
tq

e´
|z|2

16 dz ÝÑ
tÑ0`

0,

(1.265)

where in the latter step we performed the change on variables py ´ x0q{
?
t “ z. So, for

|x´ x0| ă δ{2 and t ą 0 small enough,

|upx, tq ´ gpx0q| ď 2ε. (1.266)
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Remark 1.23. The solution has infinite propagation speed: as soon as t ą 0, upx, tq is everywhere,
even if g is compactly supported.

We are now ready to discuss the solution of the non-homogeneous problem:
#

ut ´∆u “ f, in Rn ˆ p0,8q,
u “ 0 on Rn ˆ t0u.

(1.267)

We would like to find a solution of the problem starting from the solution of the homogeneous
equation. Before writing the expression and checking it, let us first discuss some heuristics behind
it: the solution of the non homogeneous equation is found via the Duhamel principle, which is a
very useful trick in PDEs.
Suppose that upx, tq is a solution of the problem and, at a given time s ď t, evolve up¨, sq with the
homogeneous equation (f “ 0), and let us call ũpx, s1; sq the solution of

#

ũs1 ´∆ũ “ 0, in Rn ˆ ts ą s1u,

ũ “ u, on Rn ˆ ts1 “ su.
(1.268)

Consider ũpx, t; sq: in general, ũpx, t; sq ‰ upx, tq. They would be the same if there was no non-
homogeneity. Therefore, one expects d

dt ũpx, t; sq to depend on f . We compute

d

ds
ũpx, t; sq “

d

ds

ż

Rn
dyΦpx´ y, t´ squpy, sq. (1.269)

up¨, sq ” g is the initial condition. By what we proved before

lim
sÑt´

ũpx, t; sq “ upy, tq. (1.270)

Also
lim
sÑ0

ũpx, t; sq “ 0, (1.271)

since upy, 0q “ 0 by assumption. Therefore,

upy, tq “

ż t

0

ds
d

ds
ũpx, t; sq “

ż t

0

ds
d

ds

ż

dyΦpx´ y, t´ squpy, sq “

“

ż t

0

ds

ż

dy

„ˆ

d

ds
Φpx´ y, t´ sq

˙

upy, sq ` Φpx´ y, t´ sq
d

ds
upy, sq



“

“

ż t

0

ds

ż

dy

„

´
d

dt
Φpx´ y, t´ squpy, sq ` Φpx´ y, t´ sq

d

ds
upy, sq



“

“

ż t

0

ds

ż

dy r´∆yΦpx´ y, t´ squpy, sq ` Φpx´ y, t´ sq p∆yupy, sq ` fpy, sqqs “

“

ż t

0

ds

ż

dy rΦpx´ y, t´ sq p´∆yupy, sq `∆yupy, sq ` fpy, sqqs “

“

ż t

0

ds

ż

dyΦpx´ y, t´ sqfpy, sq “ upx, tq.

(1.272)

In this way we have a guess for the solution of the non homogeneous initial value problem (1.267).
Of course, we have to prove that (1.272) is indeed a solution of the partial differential equation.
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Theorem 1.20. Let f P C2
1 pRn ˆ r08qq “ tf : Rn Ñ R

ˇ

ˇf is C2pR2q in x, and C1p0,8q in tu and
suppose that f has compact support on px, tq. Let u be given by (1.272). Then

1. u P C2
1 pRn ˆ p0,8qq.

2. utpx, tq ´∆upx, tq “ fpx, tq, x P Rn, t ą 0.

3. limpx,tqÑpx0,0qxPRn,tą0 upx, tq “ 0, @x0 P Rn.

Proof. 1. Φ has a singularity at p0, 0q: we cannot exchange directly the integral and the deriva-
tives Bt,∆. However, we can change variable in the integral, so that the derivatives only act
on f :

upx, tq “

ż t

0

ds

ż

Rn
dyΦpx´ y, t´ sqfpy, sq “

ż t

0

ds

ż

Rn
dyΦpy, sqfpx´ s, t´ sq. (1.273)

Recall that f P C2
1 pRn ˆ r0,8qq. We compute

ut “

ż

Rn
dyΦpy, tqfpx´ y, 0q `

ż t

0

ds

ż

Rn
dyφpy, sqftpx´ y, t´ sq, (1.274)

and

uxixj “

ż t

0

ds

ż

Rn
dyΦpy, sqfxixj px´ y, t´ sq, (1.275)

which exists since f has compact support.

2.

ut ´∆u “

ż t

0

ds

ż

Rn
dyΦpy, sq pBt ´∆xq fpx´ y, t´ sq `

ż

RndyΦpy,tqfpx´y,0q

“

“

ż t

ε

ds

ż

dyRnΦpy, sq p´Bs ´∆yq fpx´ y, t´ sq`

`

ż ε

0

ds

ż

Rn
dyΦpy, sq p´Bs ´∆yq fpx´ y, t´ sq`

`

ż

Rn
Φpy, tqfpx´ y, 0qdy ” I ` II ` III

(1.276)

Let us consider the three terms separately:

|II| ď
`

}ft}8 ` }D
2f}8

˘

ż ε

0

ds

ˆ
ż

dyΦpy, sq

˙

loooooooomoooooooon

“1

ď Cε. (1.277)

Now we will see that a piece of the I compensates III:

I “

ż t

ε

ż

Rn
dy ppBs ´∆yqΦpy, sqq fpx´ y, t´ sq`

`

ż

Rn
Φpy, εqfpx´ y, t´ εqdy´

´

ż

Rn
Φpy, εqfpx´ y, 0qdy ”

”

ż

Rn
Φpy, εqfpx´ y, t´ εqdy ´ III

(1.278)
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being pBs ´∆qΦ “ 0. All in all,

utpx, tq ´∆upx, tq “ lim
εÑ0`

ż

Rn
Φpy, εqfpx´ y, t´ εqdy “ fpx, tq, x P Rn, t ą 0. (1.279)

3. We are left with checking the boundary condition upx, 0q “ 0. We have:

}up¨, tq}8 ď

ż t

0

ds

ż

Rn
|Φpx´ y, t´ sq||fpy, sq|dy ď

ď}f}8

ż t

0

ds

ż

Rn
dyΦpy ´ x, t´ sq ď t}f}8 ÝÑ

tÑ0`
0.

(1.280)

Remark 1.24. By the linearity of the heat equation, we have that

upx, tq “

ż

Rn
Φpx´ yqgpyqdy `

ż t

0

ż

Rn
Φpx´ y, t´ sqfpy, sqdyds (1.281)

is a solution of
#

ut ´∆u “ f, in Rn ˆ p0,8q,
u “ g, on Rn ˆ t0u.

(1.282)

1.4.2 Mean-value formula

Definition 19 (Parabolic cylinder and parabolic boundary). Let U Ă Rn open and bounded. Let
T ą 0 be a fixed time. A parabolic cylinder is the set

UT :“ U ˆ p0, T s. (1.283)

Also, we define the parabolic boundary of UT as

ΓT :“ ŪT zUT . (1.284)

Remark 1.25. To formulate the analog of the mean value theorem for the harmonic functions
(1.2), we need to introduce the analog of the ball Bpx, rq for the Laplace equation. Notice that
BBpx, rq is a level set for the fundamental solution of the Laplace equation Φpx´ yq, Φpx´ yq “ r
on BBpx, rq.

Definition 20 (Heat ball). For px, tq P Rn`1, t ą 0 and for r ą 0, we define

Epx, t, rq :“

"

py, sq P Rn`1
ˇ

ˇΦpx´ y, t´ sq ą
1

rn

*

(1.285)

Remark 1.26. The set Epx, t, sq does not contain points py, sq with s ą t, since for these points
Φpx´ y, t´ sq “ 0. Also, the point px, tq, where Φ is not defined, is on BE. Moreover, since

Φpx´ y, t´ sq ÝÑ
sÑ´8
|x´y|Ñ8

0,

the set E is bounded. BE is regular away from px, tq.
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Theorem 1.21 (Mean value formula). Let u P C2pUT q be a solution of the heat equation (1.258).
Then,

upx, tq “
1

4rn

ż

Epx,t;rq

dyds upy, sq
|x´ y|2

|t´ s|2
, (1.286)

@Epx, t; rq Ă UT .

Proof. Without loss of generality, let x “ 0 and t “ 0. Let Eprq “ Ep0, 0; rq and

Φprq “
1

rn

ż

Eprq

upy, sq
|y|2

s2
dyds “

ż

Ep1q

upry, r2sq
|y|2

s2
dyds. (1.287)

As in the proof of the mean value theorem (1.2) for Laplace’s equation, we will show that Φprq is
constant in r. We compute:

d

dr
Φprq “

1

Ep1q

„

y ¨Du
|y2|

s2
` 2rus

|y|2

s



dyds “

“
1

rn`1

ż

Eprq

„

y ¨Dupy, sq
|y|2

s2
` 2us

|y|2

s



” A`B

(1.288)

Let us define

ψ :“ ´
n

2
logp´4πsq `

|y|2

4s
` n log r, (1.289)

which in particular vanishes on BEztp0, 0qu since Φpy,´sq “ 1
rn . We use ψ to write

B “
1

rn`1

ż

Eprq

dyds2us
|y|2

s
“

“
1

rn`1

ż

Eprq

dyds4us

n
ÿ

i“1

yiψyi “ ´
1

rn`1

ż

Eprq

dyds

«

4nusψ ` 4
n
ÿ

i“1

yi ¨ usyiψ

ff

“

“´
1

rn`1

ż

Eprq

dyds

«

´4nusψ ` 4
n
ÿ

i“1

yi ¨ uyiψs

ff

“

“
1

rn`1

ż

Eprq

dyds

«

´4nusψ ´
2n

s

n
ÿ

i“1

uyiyi

ff

´A,

(1.290)

where we used Gauss-Green theorem and the integration by parts exploiting the fact that ψ “ 0
on BE. Therefore

φ1prq “A`B “
1

rn`1

ż

Eprq

dyds

„

´4nusψ ´
2n

s
Du ¨ y



“

“
1

rn`1

ż

Eprq

dyds

„

´4n∆uψ ´
2n

s
Du ¨ y



“

“
1

rn`1

ż

Eprq

dyds

„

4nDu ¨Dψ ´
2n

s
Du ¨ y



“ 0,

(1.291)
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being, in the last line, Dψ “ y
2s . Therefore, φ is constant and

φprq “ lim
aÑ0`

φpaq “ lim
aÑ0`

1

an

ż

Epaq

upy, sq
|y|2

s2
dyds. (1.292)

The set Epaq shrinks to p0, 0q as r Ñ 0, and φ is always bounded for py, sq ‰ p0, 0q. Therefore,

(1.292) “ up0, 0q lim
aÑ0`

1

an

ż

Epaq

|y|2

s2
dyds “

ż

Ep1q

|y2|

s2
dyds (1.293)

since u is continuous. Finally, since

ż

Ep1q

dyds
|y|2

s2
“ 4, (1.294)

the claim is proved.

1.4.3 Maximum principle

We can use the mean value formula to prove the strong maximum principle for the heat equation,
which in turn can be used to prove the uniqueness of the solution of the heat equation.

Theorem 1.22. Let U Ă Rn open and bounded, and suppose u P C2
1 pUT q X CpŪT q solves the heat

equation in UT . Then:

1. Maximum principle:
max
ŪT

u “ max
ΓT

u. (1.295)

2. Strong maximum principle: let U be also connected. Suppose that there exists a point px0, t0q P
UT such that upx0, t0q “ maxŪT u. Then, u is constant in Ut0 .

Remark 1.27. The solution might however change after t0, provided the boundary condition u “ g
on ΓT changes after t0. This is natural: what happens at t0 is only influenced by what happens
before t0.

Proof. Suppose that there exists a point px0, t0q P UT with upx0, t0q “ M “ maxŪT u. Then, for r
small enough, Epx0, t0; rq Ă UT . By the mean value formula

M “ upx0, t0q “
1

4rn

ż

Epx0,t0;rq

upy, sq
|x0 ´ y|

2

|t0 ´ s|2
dyds ďM

1

4rn

ż

Epx0,t0;rq

|x0 ´ y|
2

|t0 ´ s|2
dyds “M.

(1.296)
The equality holds if u “M in Epx0, t0; rq. Now, we are left with extending the result to the whole
UT : we will show that the function is equal to M in z, @z P Ut0 by proving that it is equal to M on
all the paths connecting px0, t0q with pz0, s0q. It is convenient to look at paths made of the union of
connected segments. To begin, let us show that U is constant for any segment L connecting px0, t0q
to any other point py0, s0q in UT . Let

r0 :“ mints ě s0

ˇ

ˇupx, tq “M @px, tq P L, s ě t ě t0u. (1.297)
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We claim that r0 “ s0, i.e. that u is constant over the whole line L. Suppose it is false. Then,
upz0, r0q “ M for some pz0, r0q Ă L X UT , pr0 ą s0q, ñ u ” M in Epz0, r0; rq, by the mean value
formula and by the previous argument. But Epz0, r0q Ą L X tr0 ´ σ ď t ď r0u, for some σ ą 0,
that is a contradiction: so r0 “ s0. To prove that u is constant for all points in UT , we connect
px0, t0q to any point pz0, s0q P Ut0 by choosing an appropriate polygonal path. This proves the
strong maximum principle. The max principle follows from the strong maximum principle for all
the connected components of UT .

Remark 1.28. Consider the heat equation in a bounded domain UT , with U open, bounded and
connected. Let u P C2

1 pUT q X CpŪT q be a solution of

$

’

&

’

%

ut ´∆u “ 0 in UT ,

u “ 0 on BU ˆ r0, T s,

u “ g on U ˆ tt “ 0u.

(1.298)

Suppose that g ě 0: then u ą 0 everywhere if g is positive somewhere on U (this means that there
is an infinite propagation speed!). If g ą 0 on U , there is nothing to prove thanks to the maximum
(minimum) principle. Suppose that there exists x˚ P U such that gpx˚q “ 0. Suppose that there
exists pz˚, t˚q P UT such that upz˚, t˚q “ 0. Then, by the minimum principle, upx, tq “ 0 for any
px, tq P UT , which is impossible since gpy˚q ą 0 for some y˚ P U and u is continuous.

The maximum principle can be immediately used to prove that the solution of the heat equation
in bounded domains is unique.

Theorem 1.23 (Uniqueness of the solution of the heat equation initial value problem). Let g P
CpΓT q, f P CpUT q. Then, there exist at most one solution u P C2

1 pUT q X CpŪT q of

#

ut ´∆u “ f in UT ,

u “ g on ΓT .
(1.299)

Proof. Let u, ũ be two solutions of the heat equation initial value problem. Let w “ ˘pu´ ũq. We
have:

#

wt ´∆w “ 0 in UT ,

w “ 0 on ΓT .
(1.300)

By the maximum principle,

max
ŪT

w “ max
ΓT

w “ 0 ñ u “ ũ. (1.301)

Let us now drop the boundedness condition for the domain, and consider the heat equation on
Rn. It turns out that, if one focuses to a suitable class of solutions, uniqueness holds true. In the
case of Laplace’s equation, a crucial ingredient if the proof of uniqueness among bounded functions
was the Liouville theorem. Here, we shall instead rely on a version of the maximum principle for
unbounded domains.
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Theorem 1.24 (Maximum principle for the Cauchy problem). Suppose that u P C2
1 pRnˆp0, T sqX

CpRn ˆ r0, T sq is a solution of

#

ut ´∆u “ 0 in Rn ˆ p0, T q,
u “ g on Rn ˆ tt “ 0u,

(1.302)

and satisfies upx, tq ď Aea|x|
2

for x P Rn, 0 ď t ď T for some A, a ą 0. Then

sup
Rnˆr0,T s

u “ sup
Rn

g. (1.303)

Proof. At first, suppose that 4aT ă 1. This in particular means that 4apT ` εq ă 1 for ε small
enough. Let y P Rn, µ ą 0, define

vpx, tq :“ upx, tq ´
µ

pT ` ε´ tq
n
2
e

|x´y|2

4pT`ε´tq . (1.304)

Then, one can check that vt ´ ∆v “ 0 in Rn ˆ p0, T s. Let now r ą 0, U :“ Bpy, rq, UT :“
Bpy, rq ˆ p0, T s: by the maximum principle we get

max
ŪT

v “ max
ΓT

v. (1.305)

To extend the maximum principle to the whole Rn, first of all note that for t “ 0 there is nothing
to prove:

vpx, 0q ď upx, 0q ď gpxq. (1.306)

Suppose now 0 ă t ď T . Our goal is to prove that upy, tq ď supzPRn gpzq for all y P Rn. To prove
this we proceed as follows. Fix r, take x P BBpy, rq, |x´ y| “ r. Then:

vpx, tq “upx, tq ´
µ

pT ` ε´ tq
n
2
e

|x´y|2

4pT`ε´tq ď Aeap|y|`rq
2

´
µ

pT ` εq
n
2
e
|x´y|2

4pT`εq ď

ďAeap|y|`rq
2

´ µp4pa` γqqn{2epa`γqr
2

, 0 ă t ď T, ε ą 0.

(1.307)

where we used that the condition 4apT ` εq ă 1 implies

1

4pT ` εq
“ a` γ ą 0, γ ą 0.

Clearly, Eq. (1.307) implies that there exists r large enough so that vpx, tq ď supz gpzq, for all
x P BBpy, rq, and in particular for x “ y. Therefore, by the maximum principle for v, vpx, tq ď
supzPRn gpzq for all x P Bpy, rq. Taking the µÑ 0 limit, and using that limµÑ0 vpy, tq “ upy, tq, we
finally get:

upy, tq ď sup
zPRn

gpzq , (1.308)

which is what we wanted to prove. If 4aT ě 1, we divide T into small subintervals, and repeat the
argument for each subinterval.

This theorem can be used to prove uniqueness of the solution of the Cauchy problem.
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Theorem 1.25. Let g P CpRnq, f P CpRn ˆ r0, T sq. Then, there exists at most one solution
u P C2

1 pRn ˆ r0, T sq X CpRn ˆ r0, T sq of:

#

ut ´∆u “ f in Rn ˆ p0, T q,
u “ g on Rn ˆ tt “ 0u.

(1.309)

such that upx, tq ď Aea|x|
2

for x P Rn, 0 ď t ď T for some A, a ą 0.

Proof. Let u, ũ be two solutions. Then, apply the maximum principle for w “ ˘pu´ ũq.

1.4.4 Regularity

The next step is to show that, as for the Laplace equation, if u is a solution of the heat equation,
then it is automatically smooth.

Theorem 1.26 (Regularity of the solution of the heat equation). Suppose u P C2
1 pUT q is a solution

of the heat equation. Then,

u P C8pUT q. (1.310)

Remark 1.29. The statement is also true if the boundary values of u are non-smooth on ΓT . The
proof is based on the use of the mollifiers as for the corresponding result for the Laplace equation.

Proof. To begin, let us consider a ball Bp0, rq Ă UT . We would like to prove that u P C8pBp0, r{4qq.
The same argument can be repeated for balls centered in any point in UT , and this would conclude
the proof. Let θ be a smooth, compactly supported function such that

θ “

#

1, if px, tq P Bp0, r{2q,

0 if px, tq P Bp0, rqc.
(1.311)

Suppose that Bp0, rq Ă UT . Let

vpx, tq “ θpx, tqupx, tq. (1.312)

Then, vpx, tq P C2
1 pUT q, and v is compactly supported. We compute

Btv “ Btpθuq “ pBθqu` θBu, (1.313)

∆v “ p∆θqu` θ∆u` 2Dθ ¨Du. (1.314)

Therefore,

Btv ´∆v “ θBtu` Btθu´ p∆θqu` θ∆u` 2Dθ ¨Du “

“ θ pBtu´∆uq
looooomooooon

“ 0` pBtθqu´ p∆θqu´ 2Dθ ¨Du ” fpx, tq, (1.315)

in particular

fpx, tq “ pBtθqu´ p∆θqu´ 2Dθ ¨Du. (1.316)

Therefore, being the solution of the heat equation unique among the bounded functions, we can
write down v thanks to Duhamel’s principle. Let now t0 be the time of the initial datum, and
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suppose that |t0| ą r. Therefore, px, t0q ‰ Bp0, rq for all x, so vpx, t0q “ 0 for all x. By Duhamel’s
formula,

vpx, tq “

ż t

t0

ds

ż

Rn
dyΦpx´ y, t´ sqfpy, sq ”

”

ż

Bp0,rqzBp0,r{2q

dydsΦpx´ y, t´ sq rpBtθqu´ p∆θqu´ 2Dθ ¨Dus .

(1.317)

Notice that f “ 0 if py, sq P Bp0, r{2q, being θ constant. Le us now choose px, tq P Bp0, r{4q:
px ´ y, t ´ sq ‰ p0, 0q since y P BzB1, then vpx, tq is C8pBp0, r{4qq since Φ is C8 away from
p0, 0q.

Therefore, we proved that the solution of the heat equation is unique and bounded in bounded
domains, and on unbounded domains we proved that |upx, tq| ď Aea|x|

2

. Also, the solution is
C8pUT q. It is however possible to see that there exist infinitely many solutions of the heat equation
that do not fulfill the exponential bound. This is the content of the next theorem, whose proof will
be omitted.

Proposition 6. There exists a function u P C2
1 pRnˆRq such that ut´∆u “ 0, upx, 0q “ 0 for all

x P Rn but u ‰ 0.

1.4.5 Long time limit

The next theorem establishes a connection between the infinite time limit of the heat equation and
the Laplace equation.

Theorem 1.27 (Convergence to the solution of the Laplace equation). Let U Ă Rn open and
bounded, BU regular and let g P C0pBUq. For every solution u P C2

1 pU ˆp0,8qqXC
0pŪ Xr0,8qq of

#

Btu´∆u “ 0, in U ˆ p0,8q,

u “ g, on BU ˆ r0,8q,
(1.318)

the limit

lim
tÑ8

up¨, tq “ v, (1.319)

exists uniformly in U , with v P C2pUq X C0pŪq the solution of the initial value problem

#

∆v “ 0, in U,

v “ g, on BU .
(1.320)

Proof. For ε ą 0 let us define wε : Rn`1 Ñ Rn as

wεpx, tq “ cospεx1qe
´ε2t. (1.321)

Then

pBt ´∆qwε “ p´ε
2 ` ε2qwε “ 0, in Rn`1, (1.322)
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and wεpx, 0q ą 0 for any x P r´1{ε, 1{εsn, wεp¨, tq ÝÑ
tÑ8

0 uniformly. In particular, we want to take ε

so small that U Ă r´1{ε, 1{εsn. We define

M “ max
Ū

|up¨, 0q ´ v|

|wε|
. (1.323)

Let v be the solution of Eq. (1.320). Then pBt ´∆qwε “ 0, which implies:

pBt ´∆qpu´ v ´Mwεq “ 0 . (1.324)

This, together with the inequality

u´ v ´Mwε ď 0 on Γ8 , (1.325)

implies, by the maximum principle:

u ď v `Mwε on U8 . (1.326)

Analogously,
u´ v `Mwε ě 0 on Γ8, (1.327)

which gives, thanks again to the maximum principle,

u ě v ´Mwε on U8. (1.328)

Thus, |u´ v| ďMwε ÝÑ
tÑ8

0, which proves the claim.

1.4.6 Energy methods

We conclude the discussion of the heat equation by discussing energy methods.

Theorem 1.28 (Uniqueness of the solution of the heat equation). There exists at most one solution
u P C2

1 pŪT q of (1.258) with U Ă Rn, BU P C1.

Proof. Let us proceed by contradiction: let us assume that u, ũ are solutions of (1.258), so w :“ u´ũ
solves the initial value problem

#

wt ´∆w “ 0, in UT ,

w “ 0, on ΓT .
(1.329)

Now set

eptq :“
1

2

ż

U

w2px, tqdx, for 0 ď t ď T. (1.330)

We compute:

9eptq “

ż

U

wpx, tq 9wpx, tqdx “

ż

U

wpx, tq∆wpx, tqdx “ ´

ż

U

|Dw|2px, tqdx ď 0, (1.331)

meaning that deptq
dt ď 0, that is eptq ď ep0q “ 0 for 0 ď t ď T . This implies eptq “ 0 for all

0 ď t ď T ùñ wpx, tq “ 0 in UT , i.e. u´ ũ “ 0 in UT .
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Let us now discuss the backward initial value problem associated to the heat equation.

Theorem 1.29 (Backwards uniqueness). Let u, ũ P C2pŪT q be the solutions of
#

ut ´∆u “ f in UT ,

u “ g on BU ˆ r0, T s,

#

ũt ´∆ũ “ f in UT ,

ũ “ g on BU ˆ r0, T s,
(1.332)

for some given g, and
upx, T q “ ũpx, T q, x P U. (1.333)

Then
u ” ũ within UT . (1.334)

Remark 1.30. Note that we are not supposing that u “ ũ for t “ 0.

Proof. Let w :“ u´ ũ and

eptq :“
1

2

ż

U

w2px, tqdx, 0 ď t ď T . (1.335)

Then, as in the proof of the previous theorem:

9eptq “ ´2

ż

U

|Dw|2px, tqdx ď 0. (1.336)

Furthermore,

:eptq “ ´4

ż

U

Dw ¨Dwtdx “ 4

ż

U

∆wwt “ 4

ż

U

p∆wq2dx, (1.337)

where we just integrated by parts. Being w “ 0 on BU , by the Hölder inequality we get

ż

U

|Dw|2dx “ ´

ż

U

w∆wdx ď

ˆ
ż

U

w2dx

˙
1
2
ˆ
ż

U

p∆wq2dx

˙
1
2

(1.338)

By (1.336) and (1.337) we get

p 9eptqq2 “ 4

ˆ
ż

U

|Dw|2
˙2

ď

«

ˆ
ż

U

w2dx

˙
1
2
ˆ
ż

U

p∆wq2dx

˙
1
2

ff

“ eptq:eptq, (1.339)

meaning that
:eptqeptq ě p 9eptqq2, 0 ď t ď T. (1.340)

Of course, if eptq “ 0 we are done: we are in the case proved in the previous theorem. On the other
hand, if eptq ‰ 0, there exists an interval rt1, t2s Ă r0, T s such that

eptq ą 0 for t1 ă t ă t2, ept2q “ 0. (1.341)

Now it is convenient to introduce:

fptq :“ log eptq ñ :fptq “
:eptq

eptq
´

9e2ptq

e2ptq
ě 0, (1.342)

thanks to (1.340): this means that f is convex on pt1, t2q. Hence, if 0 ă τ ă 1, t1 ă t ă t2,

fpp1´ τqt1 ` τtq ď p1´ τqfpt1q ` τfptq, (1.343)

i.e.
epp1´ τqt1 ` τtq ď ept1q

1´τeτ ptq ñ 0 ď epp1´ τqt1 ` τt2q ď ept1q
1´τeτ pt2q, (1.344)

meaning that eptq “ 0 for any t1 ď t ď t2, which is a contradiction.
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1.5 The wave equation

Definition 21 (Wave equation). The partial differential equation

utt ´∆u “ 0, t ą 0, x P U Ă Rn (1.345)

with U open and bounded is called wave equation. Correspondingly,

utt ´∆u “ f, t ą 0, x P U Ă Rn (1.346)

for some given f is called non-homogeneous wave equation. The unknown is the function u :
Ū ˆ r0,8q Ñ R.

Motivations. The wave equation describes the motion of vibrating systems, such as strings in
one dimension, membranes in two dimensions, or elastic solids in three dimensions. Let upx, tq be
the displacement in some direction of the point x at t ď 0, and let V Ă U an arbitrary smooth
subregion. If we consider without loss of generality the mass density to be equal to one, the
acceleration within V is given by

d2

dt2

ż

V

udx “

ż

V

uttdx, (1.347)

while the net contact force on V is

´

ż

BV

F ¨ νdS. (1.348)

From the second law of the dynamics we know that F “ ma “ a since m “ 1, therefore
ż

V

uttdx “ ´

ż

BV

F ¨ νdS. (1.349)

Using the Gauss-Green theorem and the fact that V is arbitrary we get

utt “ ´divF. (1.350)

For ideal elastic bodies, it is reasonable to assume that F is a function of the gradient of u only:

utt ` divF pDuq “ 0 . (1.351)

For small deformations around an equilibrium point, it is reasonable to assume that F pDuq “ ´aDu
for some a. Therefore,

utt ` divp´aDuq “ utt ´ a∆u “ 0. (1.352)

Remark 1.31. The presence of the second order time derivative implies that, in order to find a
solution, we will have to specify upx, t “ 0q and utpx, t “ 0q.

1.5.1 Solution in one dimension: d’Alembert formula

Consider the initial value/boundary value problem:

#

utt ´∆u “ 0 in Rˆ p0,8q,
u “ g, ut “ h on Rˆ tt “ 0u,

(1.353)
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for g and h given. In order to find the solution, we use the following identity:

utt ´∆u “

ˆ

B

Bt
`
B

Bx

˙ˆ

B

Bt
´
B

Bx

˙

u “ utt ´ uxx “ 0. (1.354)

Now, let

vpx, tq “

ˆ

B

Bt
v
B

Bx

˙

upx, tq, (1.355)

we immediately recognize that

ˆ

B

Bt
`
B

Bx

˙

vpx, tq “ vtpx, tq ` vxpx, tq “ 0, x P R, t ą 0, (1.356)

is a transport equation with constant coefficients, Eq. (1.14). The solution is:

vpx, tq “ apx´ tq, apxq :“ vpx, 0q. (1.357)

This means that
utpx, tq ´ uxpx, tq “ apx, tq, Rˆ p0,8q, (1.358)

which is in turn a non-homogeneous transport equation, Eq. (1.18). The solution is:

upx, tq “

ż t

0

apx`pt´ sq´ sqds` bpx` tq “
1

2

ż x`t

x´t

apyqdy` bpx` tq, bpxq :“ utpx, 0q. (1.359)

Now we are left with fixing a and b, which we shall do using the two boundary conditions. We have:

upx, 0q “ gpxq ñ bpxq “ gpxq, x P R, (1.360)

utpx, 0q “ hpxq ñ apxq “ vpx, 0q “ utpx0q ´ uxpx, 0q “ hpxq ´ g1pxq, x P R. (1.361)

Plugging all these informations into the solution, we find

upx, tq “
1

2

ż x`t

x´t

phpyq ´ g1pyqqdy ` gpx` tq ñ

ñ upx, tq “
1

2
rgpx` tq ` gpx´ tqs `

1

2

ż x`t

x´t

hpyqdy,

(1.362)

which is known as the d’Alembert formula.

Theorem 1.30 (Solution of the wave equation for n “ 1). Assume g P C2pRq, h P C1pRq, and u
defined by the d’Alembert formula (1.362). Then

1. u P C2pRˆ r0,8qq,

2. utt ´ uxx “ 0 in Rˆ p0,8q,

3.
lim

px,tqÝÑ
tą0
px0,0q

upx, tq “ gpx0q, lim
px,tqÝÑ

tą0
px0,0q

utpx, tq “ hpx0q.
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Proof. Left to the reader.

Remark 1.32. 1. The solution of the wave equation has the form:

upx, tq “ F px` tq `Gpx´ yq (1.363)

for some F and G. Conversely, only functions of this form solve utt ´ uxx “ 0, meaning
that the general solution of the one dimensional wave equation is a linear combination of the
solutions of ut ´ ux “ 0 and ut ` ux “ 0.

2. If g P Ck, h P Ck´1 ñ u P Ck, but not smoother in general. In contrast to the heat equation,
the wave equation does not introduce smoothing of the initial datum.

Example 1.5.1 (Wave equation on the half line). Let us consider the wave equation on the half
line R`:

$

’

&

’

%

utt ´∆u “ 0 in R` ˆ p0,8q,
u “ g, ut “ h on R` ˆ t0u,
u “ 0 on 0ˆ p0,8q

(1.364)

with g, h given, such that gp0q “ hp0q “ 0. It is convenient to extend the solution via an odd
reflection:

ũpx, tq “

#

upx, tq if x ě 0, t ě 0,

´up´x, tq if x ď 0, t ě 0,

g̃px, tq “

#

gpx, tq if x ě 0, t ě 0,

´gp´x, tq if x ď 0, t ě 0,

h̃px, tq “

#

hpx, tq if x ě 0, t ě 0,

´hp´x, tq if x ď 0, t ě 0.

(1.365)

Being the problem
$

’

&

’

%

ũtt ´∆ũ “ 0 in Rˆ p0,8q,
ũ “ g̃, ũt “ h̃ on RU ˆ t0u,
ũ “ 0 on 0ˆ p0,8q

(1.366)

defined on the whole line, we can use the d’Alembert formula (1.362), thus getting

ũpx, tq “
1

2
rg̃px` tq ` g̃px´ tqs `

1

2

ż x`t

x´t

h̃pyqdy. (1.367)

Restricting the solution to the domain tx ě 0, t ě 0u, we have:

upx, tq “

#

1
2 rgpx` tq ` gpx´ tqs `

1
2

şx`t

x´t
hpyqdy, if x ě t ě 0,

1
2 rgpx` tq ´ gp´t` xqs `

1
2

şx`t

´x`t
hpyqdy, if 0 ď x ď t.

(1.368)

If h ” 0, the last formula shows that the initial displacement g is propagating both in left and in
right direction with the same velocity. Finally, the integral of h reflects off the point x “ 0 where
the vibrating string is fixed.
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1.5.2 Solution in higher dimensions

For n ě 2 the situation is more complicated: the idea is to first find a solution for the average of u
over certain spheres.

Definition 22. Let x P Rn, t ą 0 and r ą 0.

Upx; r, tq :“ ´

ż

BBpx,rq

upy, tqdSpyq (1.369)

is the average of up¨, tq over BB. Similarly

Gpx; rq “ ´

ż

BBpx,rq

gpyqdSpy, (1.370)

Hpx; rq “ ´

ż

BBpx,rq

hpyqdSpyq. (1.371)

We shall consider G,H,U as functions of r and t, and see what equation they solve.

Lemma 1.3 (Euler-Poisson-Darboux equation). Fin x P Rn, and suppose that u solves
#

utt ´∆u “ 0, in Rn ˆ p0,8q,
u “ g, ut “ h on Rn ˆ tt “ 0u

(1.372)

with u P CmpRˆ r0,8qq. Then, U P CmpR̄ˆ r0,8qq and

#

Utt ´ Urr ´
n´1
r Ur “ 0, in R` ˆ p0,8q,

U “ G,Ut “ H, on R` ˆ tt “ 0u.
(1.373)

Proof.

BrUpx; r, tq “ Br´

ż

BBpx,rq

upy, tqdSpyq “ Br´

ż

BBp0,1q

upx` rz, tqdSpzq “
r

n
´

ż

Bpx,rq

∆upy, tqdy (1.374)

Therefore, since ∆u is continuous,

lim
rÑ0`

BrUpx; r, tq “ 0. (1.375)

Let us now compute the second derivative

B2
rUpx; r, tq “ Br

1

nαpnqrn´1

ż

Bpx,rq

∆upy, tqdy “

“
1´ n

r

1

nαpnqrn´1

ż

Bpx,rq

∆upy, tqdy `
1

nαpnqrn´1
Br

ż

Bpx,rq

∆upy, tqdy
loooooooooooomoooooooooooon

ş

BBpx,rq
∆upy,tqdy

, (1.376)

that is

B2
rUpx; r, tq “

1´ n

r
BrUpx; r, tq ` ´

ż

BBpx,tq

∆upy, tqdy “

“
1´ n

r
´

ż

Bpx,rq

∆udy `´

ż

BBpx,rq

∆udS

(1.377)
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so that

lim
rÑ0`

B2
rUpx; r, tq “

1´ n

n
∆upx, tq `∆upx, tq “

1

n
∆upx, tq. (1.378)

These formula show that U P C2. One can also compute the higher derivatives, and check that
U P Cm if u P Cm. Let us now check that U solves the EPD equation. We have:

Ur “
r

n
´

ż

Bpx,rq

uttdy ñ rn´1Ur “
1

nαpnq

ż

Bpx,rq

uttdy

ñ
`

rn´1Ur
˘

r
“

1

nαpnq

ż

BBpx,rq

uttdS “ rn´1´

ż

BBpx,rq

uttds “ rn´1Utt,

(1.379)

which proves the claim since

`

rn´1Ur
˘

r
“
n´ 1

r
rn´1Ur ` r

n´1Urr ñ Utt ´
n´ 1

r
Ur ´ Urr “ 0. (1.380)

Remark 1.33. Urr `
n´1
r Ur is the radial part of the Laplacian in spherical coordinates.

Three dimensional case

So far we discussed the case of general n. Now the main goal will be to reduce the EDP equation
to the one-dimensional wave equation. We will first discuss the case n “ 3. Suppose that u P
C2pR3 ˆ r0,8qq solves

#

utt ´∆u “ 0, in R3 ˆ p0,8q,

u “ g, ut “ h, on R3 ˆ tt “ 0u,
(1.381)

and define
Ũ :“ rU, G̃ :“ rG, H̃ :“ rH. (1.382)

Proposition 7.
$

’

&

’

%

Ũtt ´ Ũrr “ 0, in R` ˆ p0,8q,
Ũ “ G̃, Ũt “ H̃, on R` ˆ tt “ 0u,

Ũ “ 0, on tr “ 0u ˆ p0,8q.

(1.383)

Proof. By definition

Ũtt “ rUtt “

ˆ

Urr `
2

r
Ur

˙

“ rUrr ` 2Ur “

¨

˚

˝

U ` rUr
looomooon

Ũr

˛

‹

‚

r

“ Ũrr. (1.384)

Also, limrÑ0` Ũpx; r, tq “ 0 for any t.

Therefore, by d’Alembert’s formula (1.362)

Ũpx; r, tq “
1

2
rG̃pr ` tq ´ G̃pt´ rqs `

1

2

ż r`t

´r`t

H̃pyqdy . (1.385)
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We can use this explicit expression to find upx, tq. In fact:

upx, tq “ lim
rÑ0`

Ũpx; t, rq

r
“

“ lim
rÑ0`

«

1

2

«

G̃pr ` tq ´ G̃pt´ rq

r

ff

`
1

2r

ż r`t

´r`t

H̃pyqdy

ff

“ G̃1ptq ` H̃ptq,

(1.386)

which gives

upx, tq “Bt

˜

t´

ż

BBpx,tq

gdS

¸

` t´

ż

BBpx,tq

hdS “

“´

ż

BBpx,tq

gdS ` tBt´

ż

BBpx,tq

gdS
loooooooomoooooooon

t´
ş

BBpx,tq
Dgpyq¨ y´xt dSpyq

`t´

ż

BBpx,tq

hdS
(1.387)

Thus, we found the solution upx, tq in terms of the initial data g and h. Eq . (1.387) is known as
Kirchoff formula for the solution of the three-dimensional wave equation,

upx, tq “ ´

ż

BBpx,tq

phpyq ` gpyq ` py ´ xq ¨Dgpyqq dSpyq. (1.388)

Two dimensional case

In order to solve the two-dimensional wave equation, we shall look at it as the restriction on a plane
of the three-dimensional case. Suppose that u P C2pR2 ˆ r0,8qq solves

#

utt ´∆u “ 0, in R2 ˆ p0,8q,

u “ g, ut “ h, on R2 ˆ tt “ 0u.
(1.389)

Let ūpx1, x2, x3, tq :“ upx1, x2, tq. Then,

#

ūtt ´∆ū “ 0, in R3 ˆ p0,8q,

ū “ ḡ, ūt “ h̄ on R3 ˆ tt “ 0u,
(1.390)

where ḡpx1, x2, x3q “ gpx1, x2q and h̄px1, x2, x3q “ hpx1, x2q. Thus, by Kirchoff formula (1.388),
setting x̄ “ px1, x2, 0q:

upx, tq “ ūpx̄, tq “ Bt

˜

t´

ż

BB̄px̄,tq

ḡdS̄

¸

` t´

ż

BB̄px̄,tq

h̄dS̄. (1.391)

An explicit computation shows that

´

ż

BB̄px̄,tq

ḡdS̄ “
1

4πt2

ż

BB̄px̄,tq

ḡdS̄ “
1

4πt2
t

2
´

ż

Bpx,tq

gpyq
1

a

t2 ´ py ´ xq2
dy, (1.392)
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and a similar identity holds true for the last term in Eq. (1.391). Therefore,

upx, tq “
1

2

B

Bt

˜

t2´

ż

Bpx,tq

gpyq
a

t2 ´ |y ´ x|2
dy

¸

`
t2

2
´

ż

Bpx,tq

hpyq
a

t2 ´ |y ´ x|2
dy. (1.393)

Thus, using

t2´

ż

Bpx,tq

gpyq
a

t2 ´ |y ´ x|2
loooooooomoooooooon

gpyq

t
?

1´|y´x|2{t2

dy “ t´

ż

Bp0,1q

gpx` tzq
a

1´ |z|2
dz, (1.394)

with z “ |y ´ x|2{t2, we get

B

Bt

˜

t2´

ż

Bpx,tq

gpyq
a

t2 ´ |y ´ x|2
dy

¸

“ ´

ż

Bp0,1q

gpx` tzq
a

1´ |z|2
dz ` t´

ż

Bp0,1q

Dgpx` tzq ¨ t
a

1´ |z|2
dz “

“ ´

ż

Bpx,tq

gpx` tzq
a

t2 ´ |y ´ x|2
dz ` t´

ż

Bpx,tq

Dgpyq ¨ py ´ xq
a

t2 ´ |y ´ x|2
dz,

(1.395)

which finally gives

upx, tq “
1

2
´

ż

Bpx,tq

tgpyq ` t2hpyq ` tDgpyq ¨ py ´ xq
a

t2 ´ |y ´ x|2
dy, (1.396)

for all x P R2, t ą 0. This is called the Poisson formula for the solution of the wave equation in
n “ 2.

Remark 1.34. 1. The trick of getting the solution for n “ 2 starting from n “ 3 is called
method of descent.

2. The main difference between the solutions in two and three dimensions is that, for n “ 3 the
solution (1.388) at px, tq only depends on the values of h, g at |y ´ x| “ t, while for n ď 2 it
depends on |y ´ x| ď t (Huygens principle).

3. In contrast to the one-dimensional case, the solution for n “ 2, 3 involves derivatives of g.
Therefore, the solution might not be as regular as the initial datum (loss of regularity).

To conclude, we give the general expressions for the solution of the wave equation in n dimen-
sions. We refer the reader to [Evans] for the proof.

Theorem 1.31. Let n ě 3 odd, and suppose that g P Cm`1pRnq, h P CmpRnq for m “ n`1
2 . Then,

the solution of the wave equation is:

upx, tq “
1

γn

«

Bt

ˆ

1

t
Bt

˙

n´3
2

˜

tn´2´

ż

BBpx,tq

gds

¸

`

ˆ

1

t
Bt

˙

n´3
2

˜

tn´2´

ż

BBpx,tq

hds

¸ff

, (1.397)

where γn “ 1 ¨ 3 ¨ 5 ¨ ¨ ¨ ¨ ¨ pn´ 2q.
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Let n ě 2 even, and suppose that g P Cm`1pRnq, h P CmpRnq for m “ n`2
2 . Then, the solution

of the wave equation is:

upx, tq “
1

γn

«

Bt

ˆ

1

t
Bt

˙

n´2
2

˜

tn´

ż

Bpx,tq

gpyq
a

t2 ´ |y ´ x|2
dy

¸

`

`

ˆ

1

t
Bt

˙

n´2
2

˜

tn´

ż

Bpx,tq

hpyq
a

t2 ´ |y ´ x|2
dy

¸ff

(1.398)

with γn “ 2 ¨ 4 ¨ ¨ ¨ ¨ ¨ pn´ 2q ¨ n

Remark 1.35. As for n “ 2, 3, the solution for odd n only depends on the values of g and h on
BBpx, tq, while the solution of the wave equation for even n depends on the values of g and h on
Bpx, tq.

1.5.3 Non-homogeneous wave equation

Let us now consider the non-homogeneous problem

#

utt ´∆u “ f, in Rn ˆ p0,8q,
u “ 0, ut “ 0 on Rn ˆ tt “ 0u.

(1.399)

As for the heat equation, we will solve the equation using the Duhamel principle. Consider the
homogeneous problem

#

uttp¨; sq ´∆up¨; sq “ 0, in Rn ˆ ps,8q,
up¨; sq “ 0, utp¨; sq “ fp¨; sq on Rn ˆ tt “ su,

(1.400)

and define

upx, tq “

ż t

0

upx, t; sqds, x P Rn, t ě 0. (1.401)

Theorem 1.32. Let n ě 2, f P Crn{2s`1pRn ˆ r0,8qq, and define u as in (1.401). Then, u solves
the non-homogeneous initial value problem

Proof. The proof is a direct computation, and it is left as an exercise to the reader.

Example 1.5.2 (One dimensional non-homogeneous problem). Recall the d’Alembert formula
(1.362). We have

upx, t; sq “
1

2

ż x`t´s

x´t`s

fpy, sqdy, (1.402)

which implies

upx, tq “
1

2

ż t

0

ż x`t´s

x´t`s

fpy, sqdyds “
1

2

ż t

0

ż x`s

x´s

fpy, t´ sqdy. (1.403)
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Example 1.5.3 (Three dimensional non-homogeneous problem). Recall Kirchoff formula (1.388).
We get

upx, t; sq “ pt´ sq´

ż

BBpx,t´sq

fpy, sqdS (1.404)

which implies:

upx, tq “

ż t

0

dspt´ sq´

ż

BBpx,t´sq

fpy, sqdS “
1

4π

ż t

0

ds

ż

BBpx,t´sq

fpy, sq

t´ s
dS “

“
1

4π

ż t

0

ds

ż

BBpx,rq

fpy, t´ rq

r
dr “

1

4π

ż

Bpx,tq

fpy, t´ |y ´ x|q

|y ´ x|
dr,

(1.405)

for x P R3, t ě 0.

1.5.4 Energy methods

To conclude the discussion of the wave equation, we shall introduce energy methods, as for the
Laplace and heat equations. We shall use this method to prove uniqueness of the solution in
bounded domains, where no explicit formula is available.

Definition 23 (Energy of the solution of the wave equation). Let U P Rn bounded and open. Let
u be the solution of:

$

’

&

’

%

utt ´∆u “ f, in UT ,

u “ g on ΓT ,

ut “ h on U ˆ tt “ 0u.

(1.406)

The energy of the solution of the wave equation is defined as:

Eptq :“
1

2

ż

U

`

u2
t px, tq ` |Dupx, tq|

2
˘

dx . (1.407)

It is easy to see that the energy is a conserved quantity:

d

dt
Eptq “

ż

U

pututt `Du ¨Dutqdx “

ż

U

utputt ´∆uqdx “ 0. (1.408)

Theorem 1.33. There exists at most one function u P C2pŪT q solving (1.406).

Proof. Suppose by contradiction that ũ is another solution, and define w “ u´ ũ. By definition w
solves

$

’

&

’

%

wtt ´∆u “ f, in UT ,

w “ 0 on ΓT ,

wt “ 0 on U ˆ tt “ 0u.

(1.409)

By energy conservation we have:

Eptq “ Ep0q “

ż

U

`

wtpx, 0q ` |Dwpx0q|
2
˘

dx “ 0 (1.410)
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since wpt, 0q “ 0 and Dwpx, 0q “ 0 for any x P U . Therefore,
ż

U

w2
t px, tq “ 0 “

ż

U

|Dupx, tq|2, (1.411)

that is w is constant in x, t, that implies w “ 0 in UT .

Remark 1.36. Even though the regularity of the solution might deteriorate in time, the energy is
constant in time.

To conclude, we shall discuss the conservation of energy to further characterize the finite speed
of propagation of the wave equation. Suppose u P C2 solves the wave equation utt ´ ∆u “ 0 in
Rn ˆ p0,8q

Definition 24 (Backwards wave cone). The backwards wave cone with apex px0, t0q is

Kpx0, t0q “
 

px, tq
ˇ

ˇ0 ď t ď t0, |x´ x0| ď t0 ´ t
(

. (1.412)

Theorem 1.34. if u “ ut “ 0 on Bpx0, t0q ˆ tt “ 0u, then u “ 0 within Kpx0, t0q.

Remark 1.37. The latter theorem tells us that the solution at given time does not depend on
what happens outside Kpx0, t0q: in other words, suppose that u, ũ are two solutions, with initial
data g, g̃, h, h̃. Suppose that g “ g̃, h “ h̃ in Bpx0, t0q. Then, upx0, t0q “ ũpx0, t0q. Moreover,
since Kpx10, t

1
0q Ă Kpx0, t0q if t10 ď t0, Bpx10, t

1
0q Ă Bpx0, t0q, we also have upx, tq “ ũpx, tq for all

x, t P Kpx0, t0q.

Proof. Let us define the local energy (energy of a given ”slice” of the cone) as

eptq “
1

2

ż

Bpx0,t0´tq

`

u2
t px, tq ` |Dupx, tq|

2
˘

dx, 0 ď t ď t0. (1.413)

A direct computation gives:

d

dt
eptq “

ż

Bpx0,t0´tq

pututt `Du ¨Dutq dx´
1

2

ż

BBpx0,t0´tq

`

u2
t ` |Du|

2
˘

dx “

“

ż

Bpx0,t0´tq

utputt ´∆uqdx “

“

ż

BBpx0,t0´tq

ν ¨DuutdS ´
1

2

ż

BBpx0,t0´tq

u2
t ` |Du|

2dS “

“

ż

BBpx0,t0´tq

ˆ

ν ¨Duut ´
1

2
u2
t ´

1

2
|Du|2

˙

dS.

(1.414)

Now, we use Cauchy-Schwarz inequality to bound

|ν ¨Duut| ď |Du||ut| ď
1

2
u2
t `

1

2
|Du|2. (1.415)

Therefore,
d

dt
eptq ď 0 ñ eptq ď ep0q “ 0, (1.416)



1.5. THE WAVE EQUATION 63

which implies that ut “ 0 and Du “ 0 in Bpx0, t0 ´ tq for all t ď t0, that is upx, tq is constant
in Kpx0, t0q. Combined with the vanishing of the initial datum, this implies that upx, tq “ 0 in
Kpx0, t0q.

Remark 1.38. Energy conservation allows to prove a similar result for more general partial dif-
ferential equations, e.g. the nonlinear wave equation.
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Chapter 2

The Fourier transform

2.1 Elements of the theory of Lp spaces

Definition 25 (Lp spaces). Let p P R, 1 ď p ă 8. We define:

LppRnq :“

"

f | f : Rn Ñ C, f measurable,

ż

dx |fpxq|p ă 8

*

. (2.1)

Remark 2.1. The integral
ş

dx ¨ ¨ ¨ is a Lebesgue integral. If the function f is Riemann integrable,
then it coincides with the standard Riemann integral. More generally one could replace ”dx” by a
more general measure ”µpdxq” and Rn by a measurable set Ω P Rn:

LppRnq ÝÑ LppΩ, dµq.

One can check that Lp is a vector space.

Definition 26 (Lp norm). For each f P Lp, we define the Lp norm of f as

}f}p ” }f}LppRnq :“

ˆ
ż

dx |fpxq|p
˙1{p

. (2.2)

Remark 2.2. } ¨ }p has the following properties:

1. }λf}p “ |λ|}f}p, λ P C.

2. }f}p “ 0 ô fpxq “ 0 a.e.

3. }f ` g}p ď }f}p ` }g}p

Actually, these properties only imply that } ¨ }p is a semi-norm. It is easy to imagine functions
such that }f}p “ 0 and fpxq ‰ 0 (take f to be zero everywhere except at an isolated point). To
ensure that } ¨ } defines a norm, one has to redefine Lp by identifying functions that differ on a zero
measure set (e.g., on a countable set of points).

65
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Definition 27 (Re-definition of Lp spaces). Given f P Lp, we define an equivalent class of functions
as

f̃ “
 

f 1 P Lp | f ´ f 1 “ 0 a.e.
(

(2.3)

We redefine Lp as the set of the equivalence classes of functions f̃ .

The L8 space is defined as follows.

Definition 28 (L8 and } ¨ }8).

L8pRnq :“
 

f
ˇ

ˇf : Rn Ñ C, , f measurable , DK ą 0 s.t. |fpxq| ď K a.e.
(

. (2.4)

For f P L8pRnq we define as the essential supremum of f :

}f}8 ” }f}L8pRnq :“ inf tK | |fpxq| ď K a.e. in Rnu . (2.5)

We will not go through the theory of Lp spaces; we refer the reader to [Lieb-Loss]. Instead, we
shall only recall some some selected results, that will be used later on.

Theorem 2.1 (Completeness). Let 1 ď p ď 8, and let f i, i “ 1, 2, 3, ¨ ¨ ¨ be a Cauchy sequence in
LppRnq:

}f i ´ f j}p ÝÑ
i,jÑ8

0. (2.6)

Then, there exists f˚ P L
p such that

lim
iÑ8

}fi ´ f˚}p “ 0 . (2.7)

Remark 2.3. We use the notation fi ÝÑ
iÑ8

f and we say that f i converges strongly to f .

Theorem 2.2 (Approximation by C8c functions). Let f P LppRnq, 1 ď p ă 8. Then, there exists
a sequence of functions tf iuiPN, f i P C8c pRnq such that f i ÝÑ f in Lp.

Remark 2.4. That is, the smooth compactly supported functions are dense in Lp.

2.2 The Fourier transform of L1 functions

We are now ready to introduce the Fourier transform for L1 functions.

Definition 29 (Fourier transform for L1 functions). Let u P L1pRnq. We define its Fourier
transform û as

ûpkq “
1

p2πq
n
2

ż

dxe´ik¨xupxq, k P Rn. (2.8)

Remark 2.5. Since |e´ik¨x| “ 1 and u P L1pRnq, û is well defined.

Let us summarize some important properties of the Fourier transform.

Lemma 2.1. 1. The map uÑ û is linear in u.

2. Let τh be the shift operator: pτhfqpxq “ fpx` hq. Then zpτhfqpkq “ e´ik¨xf̂pkq
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3. Let δλ be the scaling operator: pδλfqpxq “ fpx{λq. Then, {pδλfqpkq “ λnf̂pλkq

Proof. Left to the reader.

Lemma 2.2. 1. |ûpkq| ď }u}1, u P Rn.

2. k Ñ ûpkq is continuous

Proof. 1. Obvious.

2.

ûpkq ´ ûp0q “
1

p2πq
n
2

ż

pe´ik¨x ´ 1qfpxq. (2.9)

Since pe´ik¨x ´ 1qfpxq ÝÑ
|k|Ñ0

0 and |e´ik¨x ´ 1||fpxq| ď 2|fpxq| P L1, dominated convergence

implies:

lim
kÑ0

|ûpkq ´ ûp0q| “ 0.

Lemma 2.3 (Fourier transform of convolutions). Let f, g P L1pRnq. Consider the convolution

pf ˚ gqpxq “

ż

Rn
fpx´ yqgpyqdy. (2.10)

Then
zf ˚ gpkq “ f̂pkqĝpkqp2πq

n
2 . (2.11)

Proof. To begin, let us prove that the convolution is in L1pRnq. We have:

ż

dx|f ˚ g|pxq ď

ż

dxdy|fpyq||gpx´ yq| “

ż

dy|fpyq|

ż

dx|gpx´ yq| “ }f}1}g}1 (2.12)

where the last step follows from Fubini’s theorem. Then,

{pf ˚ gqpkq “
1

p2πq
n
2

ż

dxe´ik¨xpf ˚ gqpxq “
1

p2πq
n
2

ż

dxdye´ik¨xfpx´ yqgpyq “

“p2πq
n
2

1

p2πq
n
2

ż

dxdye´ik¨px´yqe´ik¨yfpx´ yqgpyq “ p2πq
n
2 f̂pkqĝpkq .

(2.13)

2.3 The Fourier transform of L2 functions

It is natural to ask whether the Fourier transform can be extended to functions that are not in
L1. For these functions, the definition (2.8) does not make sense a priori (the integral might be
infinite). In particular, we will develop the theory of the Fourier transform for L2 functions. As a
preliminary result, let us compute the Fourier transform of the Gaussian.
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Theorem 2.3. Let λ ą 0, and let gλpxq “ exp
`

´ λ |x|
2

2

˘

be the Gaussian function. Then

ĝλpkq “ λ´
n
2 exp

ˆ

´
|k|2

2λ

˙

. (2.14)

Proof. By scaling, it is enough to consider the case λ “ 1. Also, since g1pxq “
śn
i“1 exp

´

´
x2
i

2

¯

, it

is enough to consider the case n “ 1. We have:

ĝ1pkq “
1

p2πq
1
2

ż

dxe´ik¨xe´
x2

2 “
1

p2πq
1
2

ż

dxe´
px`iyq2

2 ´ k
2

2 ” g1pkqfpkq, (2.15)

where we defined fpkq “ 1

p2πq
1
2

ş

dxe´
px`iyq2

2 . By dominated convergence, we can differentiate under

the integral sign:

d

dk
fpkq “

ż

R

dx

p2πq
1
2

p´px` ikqqie´
px`ikq2

2 “

ż

R

dx

p2πq
1
2

i
d

dx
e´

px`ikq2

2 “ 0. (2.16)

This means that fpkq is a constant and, in particular, fpkq “ fp0q “ 1.

The key result in order to extend the Fourier transform to L2 functions is Plancherel’s theorem.

Theorem 2.4 (Plancherel). Let u P L1pRnq X L2pRnq. Then, û P L2pRnq and }û}2 “ }u}2.

Proof. 1. Let v, w P L1pRnq, Then v̂, ŵ P L8pRnq. Moreover,

ż

Rn
dxvpxqŵpxq “

1

p2πq
n
2

ż

Rn

ż

Rn
dydxvpxqe´ix¨ywpyq “

ż

Rn
v̂pxqwpxq. (2.17)

Recalling the Fourier transform of the Gaussian, we have that

1

p2πq
n
2

ż

Rn
dxe´ik¨xe´ε|x|

2

” g2εpkqe
´ k

2

4ε “
1

p2εq
n
2
e´

k2

4ε . (2.18)

Let us now consider the identity (2.17) with v “ g2ε:

ż

Rn
ŵpkqe´ε|k|

2

dk “

ż

Rn
dxwpxqe´

|x|2

4ε
1

p2εq
n
2
. (2.19)

In particular, notice that g2ε{p2πq
n
2 is a mollifier, in the sense discussed when proving smooth-

ness of solutions of Laplace equation (even though it is not compactly supported, but this
does not change much). Therefore, if w is continuous at x “ 0

lim
εÑ0

1

p2εq
n
2

ż

dxwpxqe´
|x|2

4ε “ wp0qp2πq
n
2 (2.20)

2. Let u P L1pRnqXL2pRnq, and let vpxq “ ūp´xq. We have w “ u˚v ñ ŵpkq “ p2πq
n
2 ûpkqv̂pkq,

where

v̂pkq “
1

p2πq
n
2

ż

Rn
e´ik¨xūp´xqdx ” ¯̂upkq ñ ŵpkq “ p2πq

n
2 |û|2. (2.21)



2.3. THE FOURIER TRANSFORM OF L2 FUNCTIONS 69

By dominated convergence, w is continuous at zero. In fact:

|wpxq ´ wp0q| ď

ż

dy|upx´ yqvpyq ´ up´yqvpy ´ xqq| “

ż

dy|upx´ yq ´ up´yq||vpyq| (2.22)

The argument of the integral is integrable uniformly in x:

ż

dy|upx´ yq ´ up´yq||vpyq| ď

ˆ
ż

dyp|upx´ yq| ` |upyq|q

˙
1
2
ˆ
ż

dy|vpyq|2
˙

1
2

ď

ď
`

2
`

}u}22 ` }u}
2
2

˘˘
1
2 }v}22 ď C.

(2.23)

Therefore, by dominated convergence:

lim
|x|Ñ0

|wpxq ´ wp0q| “ lim
|x|Ñ0

ż

dyvpyqpupx´ yq ´ up´yqq “ 0 (2.24)

Hence, by Eq. (2.19):

lim
εÑ0

1

p2εq
n
2

ż

dxwpxqe´
|x|2

4ε “ lim
εÑ0

ż

dxŵpxqe´ε|x|
2

“ wp0qp2πq
n
2 ” }u}22p2πq

n
2 . (2.25)

By monotone convergence,

lim
εÑ0

ż

Rn
p2πq

n
2 |û|2e´ε|x|

2

“

ż

Rn
p2πq

n
2 |û|2 ” p2πq

n
2 }û}22 , (2.26)

which proves that û P L1XL2. Moreover, Eq. (2.25) implies that }u}2 “ }û}2, which concludes
the proof.

We are now ready to define the Fourier transform in L2. We shall use an approximation argu-
ment. Let u P L2pRnq. Recall that C8c pRnq is dense in LppRnq and, in particular, that C8c pRnq is
dense in L1pRnq XL2pRnq. Let tujujPN, uj P C

8
c pRnq, be an approximation sequence for u, that is

uj Ñ u in L2. By Plancherel:
}ûi ´ ûj}2 “ }ui ´ uj}2 , (2.27)

which implies that tûiuiPN is a Cauchy sequence in L2. By completeness of L2, there exists û
such that ûi Ñ û strongly. Moreover, it is easy to see that the limit does not depend on the
approximating sequence. Let tũiuiPN, ũi P C

8
c such that ũi Ñ u in L2pRnq. Then, there exists

ˆ̃u such that ˆ̃ui Ñ ˆ̃u in L2pRnq. Suppose now that ˆ̃u ‰ û: if so, there exists δ ą 0 such that
}ˆ̃u ´ û}2 ě δ ą 0. But then, δ ď }ˆ̃u ´ û}2 ď }ˆ̃u ´ ˆ̃ui}2 ` }ˆ̃ui ´ û}2 Ñ 0 as i Ñ 8, thus giving a
contradiction. Therefore, }ˆ̃u´ û}2 “ 0.

Let us discuss some important properties of the Fourier transform in L2.

Theorem 2.5. Let u, v P L2pRnq. Then

1.
ş

Rn uv̄dx “
ş

Rn û
¯̂vdx,

2. {pDαuq “ pikqαû, @α such that Dαu P L2,
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3. Let u P L1, and ǔpxq “ 1

p2πq
n
2

ş

dkeik¨xupkq. Let ǔ be also the extension to L2. Then ˇ̂u “ u,

@u P L2

Remark 2.6. 1. Property 1 implies that the standard inner product in L2 is invariant under
the Fourier transform.

2. Property 2 is the main reason why the Fourier transform is important for the PDEs: after
Fourier transform, differential operators become multiplication operators.

3. ǔ is called the inverse Fourier transform of u.

Proof. 1. Apply the Plancherel theorem to }u` αv}2, with α “ 1, i.

2. Suppose that u P C8c . Then

{pDαuqpkq “
1

p2πq
n
2

ż

Rn
e´ik¨xDαupxqdx “

p´1qα

p2πq
n
2

ż

Rn

`

Dαe´ik¨x
˘

upxqdx “

“
pikqα

p2πq
n
2

ż

Rn
e´ik¨xupxqdx ” pikqαûpkq

(2.28)

The general statement follows by approximating u with C8c functions.

3. The statement follows from this proposition:

Proposition 8.
ż

ˇ̂uvdx “

ż

uvdx, v P L2, u P L2. (2.29)

Proof. This proposition can be proved using the density of L1XL2 in L2. Let u, v P L1XL2.
Then

ż

Rn
ǔvdx “

ż

Rn
uv̌dx, (2.30)

and then we extend the identity to L2 by approximation. In particular,

ż

Rn
ˇ̂uvdx “

ż

Rn
ûv̌dx “

ż

Rn
û¯̄̌v “

ż

Rn
uv, (2.31)

by the uniqueness of the inner product in L2.

2.4 Applications

Example 2.4.1. Consider the equation ´∆u`u “ f , f P L2pRnq. We look for solutions in L2pRnq,
´∆u P L2pRnq. We have

p1` |k|2qûpkq “ f̂pkq ñ ûpkq “
f̂pkq

1` |k|2
, (2.32)
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therefore

upxq “
1

p2πq
n
2

ż

dkeikx
f̂pkq

1` |k|2
. (2.33)

Recall that

{v1 ˚ v2 “ p2πq
n
2 v̂1pkqv̂2pkq ñ v1 ˚ v2 “ p2πq

n
2 pv̂1pkqv̂2pkqq

ˇ
. (2.34)

Therefore, we write:

1

p2πq
n
2

ż

dk eikx
f̂pkq

1` |k|2
“

1

p2πq
n
2
pf ˚Bq pxq . (2.35)

with B the inverse Fourier transform of 1{p1`|k|2q. This is however formal: the function 1{p1`|k|2q
is not in L2pRnq for n ě 2. Let us ignore this fact for the moment. To find the function B we use
the identity:

1

1` |y|2
“

ż 8

0

e´tp1`|y|
2
q. (2.36)

Therefore,

Bpxq “
1

p2πq
n
2

ż

dy eiyx
1

1` |y|2
“

1

p2πq
n
2

ż

dyeiyx
ż 8

0

dt e´tp1`|y|
2
q . (2.37)

Interchanging the integrals:

Bpxq “
1

p2πq
n
2

ż 8

0

dte´t
ż

Rn
eikxe´t|k|

2

“
1

p2πq
n
2

ż 8

0

dte´t
´π

t

¯
n
2

e´
|x|2

4t . (2.38)

From this expressions we see that, for x “ 0, the integral is divergent for n ě 2. It is however finite
for x ‰ 0. The lack of regularity at x “ 0 of Bpxq is related with the lack of integrability at infinity
of B̂pkq. The function Bpxq is called Bessel potential. Finally, the solution is:

upxq “
pf ˚Bqpxq

p2πq
n
2

“

ż 8

0

dt

ż

Rn
dy

e´t´
|x´y|

4t

p4πtq
n
2
. (2.39)

Example 2.4.2 (Schrödinger equation). Let us consider the initial value problem

#

iut `∆u “ 0, if Rn ˆ t0,8u,
u “ g, on Rn ˆ tt “ 0u.

(2.40)

The behavior of the solution of the Schrödinger equation is different from the heat equation, due to
the presence of a factor i in front of the time derivative. In order to find a solution, let us replace
t with it in the solution of the heat equation, (1.255). We get:

upx, tq “
1

p4πitq
n
2

ż

Rn
dyei

|x´y|2

4t gpyq (2.41)

where we used i
1
2 “ ei

π
4 . Suppose that g P L1pRnq and that |y|2g P L1pRnq. Then, one can check

that iut `∆u “ 0 in Rn ˆ p0,8q. One can also prove that up¨, tq Ñ
tÑ0`

g by using stationary phase

methods (which we will not discuss).
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Suppose that g P L1pRnq X L2pRnq. We rewrite the solution of the Shrödinger equation as

upx, tq “
ei
|x|2

4t

i
n
2

1

p2πq
n
2

ż

Rn
dye´i

x¨y
2t g̃pyq, (2.42)

with g̃pyq “ 1

p2tq
n
2

exp
´

i |y|
2

4t

¯

gpyq, so that

upx, tq “
ei
|x|2

4t

i
n
2

ˆ̃gpx{2tq. (2.43)

That is, if g P L1pRnq X L2pRnq then ˆ̃gp¨{2tq P L2pRnq. By Plancherel’s theorem, up¨, tq P L2pRnq.
Moreover, again by Plancherel:

}up¨, tq}2 “ }ˆ̃gp¨{2tq}2 “ }g̃p¨{2tq}2 “

ˆ
ż

dy|gpy{2tq|2
1

p2tqn

˙
1
2

“ }g}2. (2.44)

Therefore, the map g Ñ up¨, tq preserves the L2 norm of the initial datum. Moreover, as we did for
the Fourier transform, we can extend the solution upx, tq of the Schrödinger equation for (2.42) for
g P L1pRnq X L2pRnq to functions g P L2pRnq.

The solution of the Schrödinger equation has the form

upx, tq “
1

p4πitq
n
2

ż

Rn
dyei

|x´y|2

4t gpyq,” pψp¨, tq ˚ gq pxq, (2.45)

with ψpx, tq “ ei
|x2|
4t

p4πitq
n
2

the fundamental solution of the Schrödinger equation. This function plays

the same role as Φpx, tq for the heat equation. Notice that, due to the i factor at the exponent in
the definition of ψ, the convolution pψp¨, tq ˚ gq pxq makes sense for t ă 0 as well, in contrast to the
heat equation.

Thus, upx, tq “ pψp¨, tq ˚ gq pxq solves the Schrödinger equation (2.40) for all times in R. In
particular, the Schrödinger equation is reversible in time: if upx, tq is a solution of Eq. (2.40), then
upx,´tq is also a solution of Eq. (2.40).

Example 2.4.3 (The wave equation). Let us now use the Fourier transform to solve the wave
equation:

#

utt ´∆u “ 0, in Rn ˆ p0,8q,
u “ g, ut “ h, on Rn ˆ tt “ 0u.

(2.46)

Taking the Fourier transform we get:

#

ûtt ` |k|
2û “ 0, in Rn ˆ p0,8q,

û “ ĝ, ût “ ĥ on Rn ˆ tt “ 0u.
(2.47)

Thus, after taking the Fourier transform, the initial PDE is reduced to an ODE. The solution is:

ûpkq “ ĝpkq cospt|k|q `
ĥpkq

|k|
sinpt|k|q. (2.48)
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One easily checks:

ûtpkq “ ´ĝpkq|k| sinpt|k|q ` ĥpkq cospt|k|q,

ûttpkq “ ´ĝpkq|k|
2 cospt|k|q ´ ĥpkq|k| sinpt|k|q ” ´|k|2ûpkq.

(2.49)

Also,
lim
tÑ0

ûpkq “ ĝpkq , lim
tÑ0

ût “ ĥpkq. (2.50)

Therefore, the solution of the wave equation can be written as, taking the inverse Fourier transform:

upxq “

˜

ĝ cospt|k|q `
ĥ

|k|
sinpt|k|q

¸

q

. (2.51)

As a check, suppose, for simplicity, that ĥ “ 0 and n´ 1. Then

upxq “ pĝ cospt|k|qq
ˇ
“

1

p2πq
1
2

ż

dkeikxĝpkq cospt|k|q

“
1

p2πq
1
2

ż

dkĝpkq cospt|k|q
1

2

´

eikx`|t|k ` eikx´|t|k
¯

, (2.52)

which immediately gives d’Alembert formula.

Recall the definition of energy of the solution of the wave equation

Eptq “
1

2

ż

Rn
putpxq

2 ` |Dupxq|2qdx, t ě 0. (2.53)

First of all, notice that if Dg, h P L2 then the energy is finite and constant in time:

Eptq “ Ep0q “
1

2

ż

Rn

`

h2 ` |Dg|2
˘

dx ă 8. (2.54)

We will now prove the following proposition that tells us that the energy splits equally into kinetic
and potential parts.

Proposition 9 (Equipartition of energy).

lim
tÑ8

ż

Rn
|Dupx, tq|2dx “ lim

tÑ8

ż

Rn
utpx, tq

2dx “ Ep0q. (2.55)

Proof. We have

ż

Rn
|Du|2dx “

ż

Rn
|y2||û|2dy “

“

ż

Rn
dyp|y|2|ĝ|2 cos2pt|y|q ` |ĥ|2 sin2

pt|y|qdyq`

`

ż

Rn
dy|y| cospt|y|q sinpt|y|qpĥ¯̂g ` ĝ

¯̂
hq.

(2.56)
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Let f P C8c pRnq. We have:
ż

Rn
dy cospt|y|q sinpt|y|qfpyq “

1

2

ż

Rn
dy sinp2t|y|qfpyq “

1

2

ż 8

0

dr sinp2trq

ż

BBp0,rq

dSf “

“
1

4t

ż 8

0

cosp2trq
d

dr

ż

BBp0,rq

fdSdr

(2.57)

where the last integral defined a compactly supported function, due to the fact that f is compactly
supported. Therefore,

ˇ

ˇ

ˇ

ˇ

ż

Rn
dy cospt|y|q sinpt|y|qfpyq

ˇ

ˇ

ˇ

ˇ

ď
C

t
ÝÑ
tÑ8

0. (2.58)

Now, if Dg, h P L2, then |y|
´

ĥ¯̂g ` ĝ
¯̂
h
¯

P L1. In fact:

}|y|
´

ĥ¯̂g ` ĝ
¯̂
h
¯

}1 ď }|y|ĥ¯̂g}1 ` }|y|ĝ
¯̂
h}1 ď 2}|y|ĝ}2}ĥ}2 “ 2}Dg}2}h}2, (2.59)

where for the last inequality we used Cauchy- Schwarz, and for the last equality we used Plancherel’s

theorem. Therefore, |y|
´

ĥ¯̂g ` ĝ
¯̂
h
¯

can be approximated with C8c functions: for any fixed ε ą 0

there exists ī ą 0 such that for i ě ī, and for all t ě 0:
ˇ

ˇ

ˇ

ż

Rn
cospt|y|q sinpt|y|q|y|pĥpyq¯̂gpyq ` ĝpyq

¯̂
hpyqq

ˇ

ˇ

ˇ
ď

ˇ

ˇ

ˇ

ż

Rn
cospt|y|q sinpt|y|qfipyq

ˇ

ˇ

ˇ
` ε . (2.60)

and
ˇ

ˇ

ˇ

ż

Rn
cospt|y|q sinpt|y|qfipyq

ˇ

ˇ

ˇ
ď
Ci
t
. (2.61)

Therefore, taking t large enough,
ˇ

ˇ

ˇ

ż

Rn
cospt|y|q sinpt|y|qfipyq

ˇ

ˇ

ˇ
ď 2ε . (2.62)

By the arbitrariness of ε, we conclude that:

lim
tÑ8

ż

Rn
cospt|y|q sinpt|y|q|y|pĥpyq¯̂gpyq ` ĝpyq

¯̂
hpyqq “ 0 . (2.63)

Consider now the first two terms in the right hand side of (2.56), and recall that

cos2pt|y|q “
1

2
pcosp2t|y|q ` 1q, sin2

pt|y|q “ 1´
1

2
pcosp2t|y|q ` 1q . (2.64)

Therefore, proceeding as before, we get:

lim
tÑ8

ż

Rn
|y|2|ĝ|2 cos2pt|y|qdy “

1

2

ż

Rn
|y|2|ĝ|2dy,

lim
tÑ8

ż

Rn
|ĥ|2 sin2

pt|y|qdy “
1

2

ż

Rn
dy|ĥ|2.

(2.65)

In conclusion:

lim
tÑ8

}Dup¨, tq}22 “
1

2

ż

Rn
dy

´

|y|2|ĝpyq|2 ` |ĥpyq|2
¯

“
1

2

`

}Dg}22 ` }h}
2
2

˘

“ Ep0q. (2.66)



Chapter 3

Quasi-linear partial differential
equations

3.1 Quasi-linear partial differential equations of first order

Let U Ă Rn open. Quasi-linear partial differential equation of first order are PDEs of the form:

F pDu, u, xq “ 0, x P U Ă Rn (3.1)

with F linear in Du. Notice that, however, F might be nonlinear in u. Equivalently, we consider
PDEs of the form:

bpx, upxqq ¨Dupxq “ cpupxq, xq. (3.2)

3.1.1 Homogeneous case with constant coefficients

Suppose that b is constant, i.e. a fixed vector in Rn and that c “ 0. We have:

b ¨Du “ 0. (3.3)

That is, u is constant along the direction b,

pb ¨Duqpxq “
d

dt
upx` tbq

ˇ

ˇ

t“0
. (3.4)

By changing variables, the PDE is equivalent to:

B

Bx1
upxq “ 0 ñ upx1, x2, ¨ ¨ ¨ , xnq “ up0, x2, ¨ ¨ ¨ , xnq. (3.5)

Let us now consider the boundary value problem:
#

b ¨Du “ 0, in Rn,
u “ g, on Γν

(3.6)

with b P Rn, ν P Rn, Γν “ tx P Rn | x ¨ ν “ 0u.

75
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Theorem 3.1. Let b, ν P Rnzt0u, b ¨ ν ‰ 0, g P C1pΓq. Then, (3.6) admits a unique solution
u P C1pRnq.

Remark 3.1. The constraint b ¨ν ‰ 0 is important. To see why, suppose that n “ 2, b “ e1, ν “ e2.
Then

pb ¨Duqpxq “ Bx1upx1, x2q “ 0 ñ upx1, x2q “ up0, x2q @x P Rn.

This is impossible for g non-constant, thus there are no solutions. Instead, for g=constant, if u
is a solution, then upxq ` fpx2q with fp0q “ 0 is a solution; therefore, there are infinitely many
solutions.

Proof.
upxq “ upx0 ` btq “ upx0q “ gpx0q. (3.7)

Let us call

t “
xn

cos θ
“

〈x, ν〉
cos θ

“
〈x, ν〉
〈b, ν〉

. (3.8)

Therefore,

upxq “ g

ˆ

x´
〈x, ν〉
〈b, ν〉

b

˙

. (3.9)

Remark 3.2. The curve x0 ` tb, where the solution is constant, is an example of characteristic
curve, that we will discuss later in more detail.

Suppose now that c ‰ 0 and b=constant. We shall consider

b ¨Dupxq “ cpx, upxqq. (3.10)

Equivalently, the partial differential equation can be written as

Bx1upxq “ cpx, upxqq. (3.11)

This is an ordinary differential equation for the x1 variable, parametrized by x2, x3, ¨ ¨ ¨xn. We are
interested in finding a C1 solution of the equation. Local existence and uniqueness follows from
standard ODEs arguments.

Theorem 3.2. Let U Ă Rn open, b, ν P Rnzt0u, b ¨ ν ‰ 0, c P C1pRˆ U ;Rq. Let

Γ :“ tx P Rn
ˇ

ˇx ¨ ν “ 0u, g P C1pΓq. (3.12)

For each x˚ P ΓX U there exists ω Ă U open such that x˚ P ω and

#

b ¨Dupxq “ cpupxq, xq, in Rn,
u “ g, on Γ,

(3.13)

has a unique solution u P C1pωq.

This theorem follows from the following result.
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Theorem 3.3. Let I P R open, f P C1pI ˆ Rn ˆ Rm;Rnq, g P C1pRm;Rnq. Let sx P I, z˚ P Rm.
Then, Dω Ă I ˆ Rm open, I Q ps˚, z˚q and ϕ P C1pU ;Rnq such that

#

Bsϕps, zq “ fps, ϕps, zq, zq,

ϕps˚, zq “ gpzq.
(3.14)

Moreover, let ϕips, zq “ Bziϕps, zq. Then

#

Bsϕips, zq “ Dyfps, ϕps, zq, zqϕips, zq `Dzfps, ϕps, zq, zqei,

ϕips˚, zq “ Bzigpzq.
(3.15)

In order to prove this theorem, we will use the following two well known results in ODEs.

Theorem 3.4 (Picard-Lindelhöf). Let I “ ra, bs Ă R be a nonempty, compact interval. Let
f P C0pI ˆ Rn;Rnq be Lipschitz in the second variable, i.e.

|fpx, yq ´ fpx, y1q| ďM |y ´ y1|.

Then, for all y0 P Rn the Cauchy problem

#

y1pxq “ fpx, ypxqq,

ypx0q “ y0, px0 P Iq,
(3.16)

has a unique solution ϕ P C1pI;Rnq.

Theorem 3.5 (Gronwall inequality). Let I “ rx0, x1s Ă R, f P C0pI ˆ Rn ˆ Rm;Rnq such that

|fpx, y, zq ´ fpx, ȳ, z̄q| ď L|y ´ ȳ| `M |z ´ z̄| (3.17)

for all x, y, z. Consider the Cauchy problems

#

ϕ1pxq “ fpx, ϕpxq, z0q,

ϕpx0q “ y0,
and

#

ϕ̄1pxq “ fpx, ϕ̄pxq, z̄0q,

ϕ̄px0q “ ȳ0,
(3.18)

Then,

|ϕpxq ´ ϕ̄pxq| ď r|y0 ´ ȳ0| `M |z0 ´ z̄0|px1 ´ x0qse
Lpx´x0q. (3.19)

Now we have all the ingredients to prove Theorem (3.3).

Proof of Theorem (3.3). For simplicity, we shall assume that I is bounded and that f P C1pĪ ˆ
Rn ˆ Rm;Rmq is Lipschitz continuous. Also, let us assume that s˚ “ 0. The Picard-Lindelhöf
theorem (3.4) implies that @z P Rm there exists ϕp¨, zq P C1pĪ;Rnq such that (3.14) is satisfied.
Moreover, thanks to Gronwall’s theorem (3.5) ϕ is Lipschitz in z. Using again Picard-Lindelhöf
theorem we infer that (3.15) has a unique solution ϕi. We are left with proving that ϕ is C1 in z,
and we shall prove this by showing that

Bziϕ “ ϕi. (3.20)
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To prove this, consider

ϕhps, zq :“
ϕps, z ` heiq ´ ϕps, zq

h
. (3.21)

Using the fact that ϕ is Lipschitz, we get }ϕh}8 ďM . Moreover

hϕhps, zq “ ϕps, z ` heiq ´ ϕps, zq “

“ gpz ` heiq ´ gpzq `

ż s

0

dtrfpt, ϕpt, z ` heiq, z ` heiq ´ fpt, ϕpt, zq, zqs.
(3.22)

Let us rewrite the integrand as

fpt, ϕpt, z ` heiq, z ` heiq ´ fpt, ϕpt, zq, zq “ fpt, ϕ` hϕh, z ` heiq ´ fpt, ϕpt, zq, zq “

“fpt, ϕ` hϕh, z ` heiq ´ fpt, ϕpt, zq, z ` heiq ` fpt, ϕpt, zq, z ` heiq ´ fpt, ϕpt, zq, zq “

“hDyfptqϕh ` hDzfptq ¨ ei,

(3.23)

where we used
ϕh ” ϕhpt, zq, ϕ ” ϕpt, zq, (3.24)

and

Dyfptq “

ż 1

0

dλDyfpt, ϕ` λhϕh, z ` heiq, ei ¨Dzfptq “

ż 1

0

ei ¨Dzfpt, ϕ, z ` λheiqdλ. (3.25)

Therefore,

hϕhps, zq “ ϕps, z ` heiq ´ ϕps, zq “ gpz ` heiq ´ gpzq ` h

ż s

0

rDyfptqϕh `Dzfptqeisdt. (3.26)

The boundedness of ϕh implies

lim
hÑ0

Dyfptq “ Dyfpt, ϕ, zq, lim
hÑ0

Dzfptq “ Dzfpt, ϕ, zq. (3.27)

Let us now rewrite the equation for ϕi appearing in the statement of the theorem in integral form:

ϕips, zq “ Dgpzq ¨ ei `

ż s

0

rDyfpt, ϕ, zqϕipt, zq ` ei ¨Dzfpt, ϕ, zqsdt, (3.28)

and the goal is to show that }ϕh ´ ϕi}8 ÝÑ
hÑ0

0. We have

ϕi ´ ϕ “
gpz ` heiq ´ gpzq

h
´ ei ¨Dgpzq `

ż s

0

dt
`

Dyfϕh ´Dyfϕi `Dzf ¨ ei ´Dzf ¨ ei
˘

“

“
gpz ` heiq ´ gpzq

h
´ ei ¨Dgpzq`

`

ż s

0

dt
“`

Dyfϕh ´Dyfϕi
˘

ϕh `Dyfpϕh ´ ϕiq `
`

Dzf ´Dzf
˘

¨ ei
‰

.

(3.29)

Therefore:

sup
IˆB1pz˚q

}ϕh ´ ϕ}8 ď
›

›

›

gpz ` heiq ´ gpzq

h
´ ei ¨Dgpzq

›

›

›

8
`

`|I|}Dyf ´Dyf}8M ` |I|}Dyf}8}ϕh ´ ϕi}8 ` |I|}Dzf ´Dzf}8.

(3.30)
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Finally, taking |I| small enough so that

|I|}Dyf}8 ď
1

2
(3.31)

we conclude

lim
hÑ0

}ϕh ´ ϕ}8 “ 0 (3.32)

3.1.2 Non-homogeneous case with non-constant coefficients

Let us start by supposing that bpupxq, xq ” bpxq. Consider the equation:

bpxq ¨Dupxq “ cpupxq, xq . (3.33)

To solve it, we proceed as follows. We look for a curve γ P C1pI;Uq such that

γ1ptq “ bpγptqq. (3.34)

If so, using that
d

dt
upγptqq “ γ1ptq ¨Dupγptqq (3.35)

the PDE reduces to
#

d
dtupγptqq “ cpupγptqq, γptqq,

γ1ptq “ bpγptqq,
(3.36)

i.e. we reduced the PDE to a system of ODEs.

Example 3.1.1. Let U “ R2, bpxq “ p´x2, x1q. For all r ą 0, the curve γptq we are looking for is
γptq “ pr cos t, r sin tq. Consider the equation

d

dt
upγptqq “ cpupγptqq, γptqq. (3.37)

Depending on c, it may or may not have a global solution.

1. Case c “ 0. The solution u is constant along γ. The curve γ is called a characteristic curve
of the equation. We have:

d

dt
upγptqq “ 0 ñ upxq ” up|x|q. (3.38)

2. Case c “ 1. In this case, the equation has no global solution: upγptqq is strictly increasing
and γpt` 2πq “ γptq. However the solution still exists locally, i.e. for small t.

Remark 3.3. This example shows that this method of solving PDEs depends strongly on the ge-
ometry of the characteristic curve γptq. If γptq intersects itself at later times, there might be an
obstruction in defining the solution at the intersection of the characteristics.
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Now, suppose that b depends on the solution u as well. We consider the equation:

bpupxq, xq ¨Dupxq “ cpupxq, xq . (3.39)

We would like to proceed as we did for the previous case. This time, however, to know who γ1psq
is, we need to know both γpsq and upγpsqq. Thus, we shall look at curves on a larger space. Let
Γpsq “ pupγpsqq, γpsqq, for γpsq to be determined. We are interested in solutions of the ODE:

$

’

&

’

%

d
dsΓpsq “ d

ds

˜

Γ0psq

γpsq

¸

“

˜

cpΓpsqq

bpΓpsqq

¸

,

Γp0q “ pu˚, x˚q with u˚ “ upx˚q.

(3.40)

Lemma 3.1. Let U Ă Rn open, b P C1pR ˆ U ;Rnq, c P C1pR ˆ Uq, x˚ P U , u˚ P R. Let
Γ P C1p´δ, δq, δ ą 0 be a solution of (3.40), and let u P C1pUq be a solution of

bpupxq, xq ¨Dupxq “ cpupxq, xq, upx˚q “ ux. (3.41)

Then, upγpsqq “ Γ0psq for all s P p´δ, δq.

Proof. Let ϕpsq :“ upγpsqq ´ Γ0psq. Then, ϕp0q “ 0 and

ϕ1 “ Du ˝ γ ¨ γ1 ´ c ˝ Γ “

“ Du ˝ γ ¨ bpu ˝ γ, γq `Du ˝ γ ¨ pbpΓ0, γq
looomooon

γ1

´bpu ˝ γ, γqq ´ cpΓ0, γq “

“ cpu ˝ γ, γq ´ cpΓ0, γq `Du ˝ γ ¨ pbpΓ0, γq ´ bpu ˝ γ, γqq .

(3.42)

Therefore,
#

d
dsϕpsq “ Gps, ϕpsqq,

ϕp0q “ 0,
(3.43)

with
Gp¨, yq “ cpΓ0 ` y, yq ´ cpΓ0, γq `Du ˝ γ ¨ pbpΓ0, γq ´ bpΓ0 ` y, γqq, (3.44)

and
Γ0p¨q ` ϕp¨q “ upγp¨qq . (3.45)

Notice that y “ 0 is a zero of Gp¨, yq. Therefore, by Picard-Lindelhöf, Theorem 3.4, there exists
δ ą 0 such that the ODE (3.43) admits a unique solution for s P p´δ, δq. Since ϕpsq “ 0 is a
solution of Eq. (3.43), we proved that upγpsqq “ Γ0psq for all s P p´δ, δq.

We are now in the position to prove the following theorem.

Theorem 3.6. Let U Ă Rn, J Ă R open, b P C1pJ ˆ U ;Rnq, c P C1pJ ˆ Uq, x˚ P U , gpx˚q P J ,
bnpgpx˚, x˚qq ‰ 0. Then, there exists ω Q x˚ open such that the initial value problem

#

bpupxq, xq ¨Dupxq “ cpupxq, xq, in ω,

u “ g on ω X txn “ x˚nu
(3.46)

has a unique solution u P C1pωq.
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Remark 3.4. The set tx P Rn | xn “ x˚nu is what we called Γν before (the normal ν is now en).
The condition bnpgpx˚q, x˚q ‰ 0 is the analog of b ¨ ν ‰ 0.

Proof. For z P Rn´1, |z| small enough, let Γp¨q ” Γpz, ¨q P C1p´δ, δq be the unique solution of:

d

ds
Γpsq “

ˆ

cpΓpsqq
bpΓpsqq

˙

, Γp0q “

ˆ

gpx˚ ` pz, 0qq
x˚ ` pz, 0q,

˙

(3.47)

Let γpz, sq :“ γpΓpsqq. Since γpz, 0q “ x˚ ` z and pd{dsqγpz, 0q “ bpgpx˚ ` zq, x˚ ` zq, we get

detDγp0, 0q ‰ 0 , (3.48)

thus pz, sq ÞÑ γpz, sq is invertible in a neighborhood of p0, 0q. In fact:

Dγp0, 0q “

¨

˚

˚

˚

˚

˝

1 0 0

0 1
. . .

...
...

. . .
. . .

b1 b2 ¨ ¨ ¨ bn

˛

‹

‹

‹

‹

‚

(3.49)

with b ” bpgpx˚q, x˚q and bn ‰ 0 by assumption. The eigenvalues of the matrix can be read off
from the diagonal, and are all nonzero. Let now ψ “ γ´1, and let us define u :“ Γ0 ˝ ψ. Then,
since Γ0 P C

1 and ψ P C1 (locally) we have u P C1pωq, for some ω open such that ω Q x˚. By
construction, u ˝ γ “ Γ0.

We are left with checking that u solves the original PDE. Let s “ yn and z “ py1, ¨ ¨ ¨ , yn´1q.
We compute

Bsupγpz, sqq “ Dupγpz, sqq ¨ Bsγpz, sq “ Dupγpyqq ¨ bpγpyq,Γ0pyqq ”

” Dupγpyqq ¨ bpγpyq, upγpyqqq,
(3.50)

and
BsΓ0py, sq “ cpγpyq,Γ0pyqq “ cpγpyq, upγpyqqq ; (3.51)

therefore,
Dupγpyqq ¨ bpupγpyqq, γpyqq “ cpupγpyqq, γpyqq . (3.52)

3.1.3 Burgers equation

Let us consider the following PDE:

#

Btu` Bx
u2

2 “ 0, Rˆ p0,8q ,
upx, 0q “ gpxq x P R .

(3.53)

The unknown is u ” upx, tq, px, tq P R ˆ p0,8q. In order to rewrite the equation as in Eq. (3.39)
and apply the theory developed in the previous section, we set bpupyq, yq “ pupyq, 1q, c “ 0. Eq.
(3.53) is equivalent to:

bpupyq, yq ¨Dupyq “ 0 . (3.54)
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Let us solve the equation using the method of characteristics. The associated ODE is:

d

ds
Γpsq “

ˆ

0
bpΓpsqq

˙

“

¨

˝

0
Γ0psq

1

˛

‚ , Γp0q “

¨

˝

.gpxq
x
0

˛

‚ (3.55)

The solution is:

Γ0psq “ gpxq , γpsq “

ˆ

x` gpxqs
s

˙

”

ˆ

xpsq
tpsq

˙

. (3.56)

Let us go back to the initial value problem (3.53), for a specific choice of the boundary condition g:

gpxq “

$

’

&

’

%

1 for x ď 0,

1´ x for x P p0, 1q,

0 forx ě 1

(3.57)

From the proof of the previous theorem, we know that the solution upx, tq can be found, locally, as
Γ0pψpx, tqq. We have

upγpsqq “ Γ0psq “ gpxq , γpsq ” γpx, sq “ px` gpxqs, sq. (3.58)

To find the function upx, tq, we consider different values of x.

• Case x ď 0. By (3.57) we know that gpxq “ 1, so

upx` s, sq “ gpxq . (3.59)

Setting y :“ x` s, upy, sq “ gpy ´ sq for y ´ s ď 0. That is:

upy, sq “ 1 for y ď s. (3.60)

• Case x P p0, 1q. By (3.57), gpxq “ 1´ x. Thus,

upx` p1´ xqs, sq “ gpxq “ 1´ x . (3.61)

Let y :“ x` p1´ xqs “ xp1´ sq ` s. We have x “ y´s
1´s , and hence:

upy, sq “ 1´
y ´ s

1´ s
“

1´ y

1´ s
if 0 ă

1´ y

1´ s
ă 1. (3.62)

• Case x ě 1. By (3.57), gpxq “ 0, therefore

upx, sq “ 0 for x ě 1. (3.63)

All in all

upx, tq “

$

’

&

’

%

1 if x ď t
x´t
1´t if 0 ď 1´x

1´t ď 1

0 if x ě 1.

(3.64)

From Eq. (3.62), we immediately see that the solution is not defined for t ě 1. The reason is that
the map pz, sq ÞÑ γpz, sq is not invertible for s ě 1; instead, the characteristic curves intersect at
s “ 1. Therefore, the method of characteristics only provides a solution for small times, t ă 1.
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3.1.4 Weak solutions for conservation laws

The previous example motivates the introduction of a more general notion of solution. More
generally, we shall consider PDEs of the form:

#

ut ` BxF puq “ 0 px, tq P Rˆ p0,8q
upx, 0q “ gpxq x P R .

(3.65)

This equation is called a conservation law.

Definition 30. Let F P C1pRq, g P L8pRq, u P L8pRˆ p0,8qq. The function u is a weak solution
of the equation (3.65) if, for all v P C8c pRˆ r0,8qq,

ż

Rˆr0,8q
puBtv ` F ˝ uBxvq dxdt`

ż

R
gvp¨, 0qdx “ 0 . (3.66)

The function v is called a test function. In order to understand this definition, suppose that u
solves (3.65) is the classical (or strong) sense:

Btu` BxF puq “ 0. (3.67)

Then, trivially:
ż

Rˆr0,8q
dxdt pBtu` F puqxqv “ 0 . (3.68)

Let us now integrate by parts:

0 “

ż

Rˆr0,8q
dxdt p´uBtv ´ F puqBxvq `

ż

R
dxuv

ˇ

ˇ

t“8

t“0
. (3.69)

Therefore, using the compact support of v:

0 “

ż

Rˆr0,8q
dxdt puBtv ` F puqBxvqpx, tq `

ż

R
dxgpxqvpx, 0q . (3.70)

The advantage of this notion of solution is that Eq. (3.66) makes sense even if u is not in C1.

Remark 3.5. It is easy to see that a weak solution of class C1 is a strong solution.

Theorem 3.7. Let u P L8pRˆ r0,8qq be a weak solution of (3.65), and let ω Ă Rˆ p0,8q open,
U Ă R ˆ p0,8q open with C1 boundary. Suppose there exist two functions u1 P C

1pω X Uq and
u2 P C

1pωzUq such that u “ u1 on ω X U and u “ u2 on ωzŪ . Then

ˆ

F pu1q ´ F pu2q

u1 ´ u2

˙

¨ ν “ 0 on BU X ω , (3.71)

with ν the normal of BU .

Let ν “ pν1, ν2q. Then, Eq. (3.71) reads:

pu1 ´ u2qν2 ` pF pu1q ´ F pu2qqν1 “ 0 . (3.72)
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Now, let us represent parametrically the boundary pBUq X ω as: tpx, tq | x “ sptqu for some
smooth sp¨q : r0,8q Ñ R. Then, the tangent to the boundary is p 9sptq, 1q, while the normal is

1?
9sptq2`1

p1,´ 9sptqq. Therefore, Eq. (3.72) becomes

F pu1q ´ F pu2q “ 9spu1 ´ u2q. (3.73)

F pu1q ´ F pu2q is the jump of F puq across the curve, while u1 ´ u2 is the jump of u across the
curve. The ratio between the jumps os equal to the the speed of the curve, 9s. This is called the
Rankine-Hugoniot condition. Let us now prove Theorem 3.7.

Proof. By definition of weak solution,

0 “

ż 8

0

ż 8

´8

dxdt uvt ` F puqvx (3.74)

with v a test function with support in ω. Then

ż

ωXU

dxdt uvt ` F puqvx `

ż

ωzU

dxdt uvt ` F puqvx “ 0. (3.75)

By Gauss-Green theorem, we get:

ż

ωXU

uvt ` F puqvx “

ż

ωXU

p´Btuv ´ BxF puqvq `

ż

BωXU

pF puq, uq ¨ νv “

”

ż

BωXU

pF puq, uq ¨ νv,

(3.76)

where we used that Btu` BxF puq “ 0 in ω X U . Similarly,

ż

ωzU

puht ` F puqhxq “ ´

ż

BωXU

pF puq, uq ¨ νh . (3.77)

All in all, we get
ż

BωXU

vν ¨ pF pu1q ´ F pu2q, u1 ´ u2q “ 0 . (3.78)

By the arbitrariness of v, ν ¨ pF pu1q´F pu2q, u1´u2q “ 0 on BωXU , which concludes the proof.

Thus, the Rankine-Hugoniot condition gives a necessary condition for a function u to be a weak
solution. The next theorem shows that this condition is also sufficient.

Theorem 3.8. Let F P C1pRq, g P L8pRq, u P L8pRˆp0,8qq. Suppose that there exists countably
many open sets Ui in R2 with C1 boundary and functions ui P C

1pŪiq, such that Rˆr0,8q Ă
Ť

i Ui,
u “ ui on Ui, ui “ g on U i X pRˆ t0uq. Then, u is a weak solution of Eq. (3.65) if and only if

Btu` BxF puq “ 0 on all Ui (3.79)

and the Rankine-Hugoniot condition holds true on all BUi.
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Example 3.1.2. Consider again the Burgers equation

#

Btu` Bx
u2

2 “ 0, in Rˆ p0,8q,
u “ g, on Rˆ tt “ 0u

(3.80)

with

gpxq “

$

’

&

’

%

1, x ď 0,

1´ x, x P r0, 1s,

0, x ą 1.

(3.81)

We would like to extend for all times the solution found in Section 3.1.3. Recall:

upx, tq “

$

’

&

’

%

1, x ď t, 0 ď t ă 1,
1´x
1´t , t ď x ď 1, 0 ď t ă 1,

0, x ě 1, 0 ď t ă 1.

(3.82)

We define a continuation of the above solution, using the RH condition:

upx, tq “

#

1, x ă fptq,

0, fptq ă x,
t ě 1. (3.83)

where f is the characteristic function

fptq “
1` t

2
. (3.84)

This function naturally extends Eq. (3.82) to all times, and satisfies the RH condition. It defines
a weak solution of the Burgers equation.

As the next example will show, weak solutions are, in general, not unique.

Example 3.1.3. Consider again the Burgers equation (3.53), this time with initial condition

gpxq “

#

0, x ă 0,

1, x ą 0,
(3.85)

Using the method of characteristics, we get:

upx, tq “ 1, x´ t ą 0, (3.86)

and

upx, tq “ 0, x ď 0. (3.87)

However, the method of characteristics cannot be used to determine the solution for t ě x ě 0. Let
us use the RH condition to continue the solution in this region. We define

upx, tq “

#

0, x ă t
2 ,

1, x ą t
2 .

(3.88)
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One immediately checks that:

1

2
pu1 ´ u1q
loooomoooon

“1

“ F pu1q ´ F pu2q
loooooooomoooooooon

“ 1
2

. (3.89)

Therefore, u defines a weak solution of the Burgers equation. However, we could have proceeded
differently. We define:

ũpx, tq “

$

’

&

’

%

1, x ą t,
x
t , 0 ă x ă t,

0, x ă 0,

(3.90)

that continuously interpolates between 0 and 1 in the wedge t ě x ě 0. In this last case, the
solution is continuous at x “ t and x “ 0 (while the derivative is not). It is easy to check that the
solution satisfies the Burgers equation, away from x “ t and x “ 0. Also, it trivially satisfies the
RH condition on x “ t and x “ 0. Thus ũ defines a weak solution of the Burgers equation. It takes
the name of rarefaction wave.

Presumably, uniqueness holds true in a subclass of weak solutions, that satisfy some extra
conditions motivated by Physics. Remember the ODE satisfied by the characteristics:

d

ds

ˆ

xpsq
tpsq

˙

“

ˆ

Γ0psq
1

˙

,
d

ds
Γ0psq “ 0 ñ 9xpsq “ Γ0psq “ upxpsq, sq . (3.91)

The quantity 9xpsq takes the name of speed of the solution. In the case of the Burgers equation, it
is equal to the solution itself: “taller” waves move faster than “shorter” waves. In particular, for
u “ 0 the speed is zero. Recall now the first solution, Eq. (3.88). There, at the disontinuity x “ t{2
the wave u “ 0 and the wave u “ 1 move with the same speed, which is unphysical. Instead, for
the second solution Eq. (3.90), the wave u “ 0 does not move, as it should. In general, we only
allow to discontinuities if the leftmost part of the wave at the discontinuity is moving faster than
the rightmost part of the wave. Consider a general conservation law Btu` F puqx “ 0. Calling u´
and u` the left and right part of the wave at the discontinuity, we require that:

F 1pu´q ą F 1pu`q . (3.92)

This is equivalent to the requirement that discontinuities might only form in the future. This con-
dition takes the name of entropy condition. A discontinuity curve satisfying the entropy condition
and the RH condition is called a shock curve. The corresponding weak solution is called an entropy
solution. It is easy to see that in Example (3.1.3) the entropy condition is violated:

u´ “ 0, u` “ 1, F 1pu´q “ 0, F 1pu`q “ 1 ñ F 1pu´q ă F 1pu`q . (3.93)

Thus, the physical solution of the Burgers equation is ũ.

Finally, let us quickly mention some important results about conservation laws. It turns out that
if F is smooth and uniformly convex, F 2 ě θ ą 0. In this case, F 1 is increasing and in particular

F 1pu´q ą F 1pu`q ô u´ ą u`. (3.94)

For this class of PDEs it is possible to prove that there is at most one entropy solution, up to a set
of measure zero (that is, if there are two solutions u and ũ, then u “ ũ a.e.).



Chapter 4

Second order elliptic PDEs

In this section we shall introduce a general class of second order partial differential equations. More
precisely, we shall consider boundary value problems of the form:

#

Lu “ f, in U,

u “ 0, on BU,
(4.1)

with U Ă Rn and f given. The unknown is u ” upxq. Lu denotes the action of a linear map L on
u, which we assume of the form:

Lu “ ´
n
ÿ

i,j“1

aijpxquxixj `
n
ÿ

j“1

bipxquxi ` cpxqupxq, (4.2)

for given functions aijpxq, bipxq, cpxq. We shall be mostly interested in the situation in which the
PDE is elliptic.

Definition 31 (Elliptic PDE). The PDE operator L is (uniformly) elliptic if there exists θ ą 0
such that

ÿ

i,j

aijpxqξiξj ě θ|ξ|2, (4.3)

almost everywhere in x and @ξ P Rn.

Remark 4.1. If aij “ δij, Eq. (4.2) reduces to the action of the Laplace operator on u, that is Eq.
(4.1) reduces to Laplace’s problem.

In general, it might be hopeless to find explicit formulas for solutions of the boundary value
problem (4.1). As for the conservation laws discussed in the previous chapter, in order to develop
a theory of solutions of Eq. (4.1) we will need to weaken the notion of solution. The “right” spaces
where to look for weak solutions of the boundary value problem (4.1) are provided by Sobolev spaces,
discussed in the next section.

4.1 Sobolev spaces

In this section we give a brief introduction to Sobolev spaces. The reader is encouraged to check
[Lieb-Loss] and [Evans] for more details. We start with the following definition.

87
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Definition 32. We define the space LplocpUq as:

LplocpUq :“ tu : U Ñ R | u P LppV q for all V ĂĂ Uu . (4.4)

Definition 33 (Weak derivative). Suppose u, v P L1
locpUq and let α “ pα1, . . . , αnq be a multi-index.

We say that v P L1
locpUq is the α´th weak derivative of u, written Dαu “ v, if:

ż

U

uDαφdx “ p´1qα
ż

U

vφ dx, (4.5)

for all test functions φ P C8c pUq.

Remark 4.2. If u P CαpUq then v P CpUq is the usual α-th derivative of u. (integrate by parts,
and use the arbitrariness of φ).

Lemma 4.1. The weak α-th partial derivative of u, if it exists, it is uniquely defined up to a set of
measure zero.

Proof. Let u P L1
locpUq. Suppose that v, ṽ P L1

locpUq satisfy

ż

U

uDαφ “ p´1qα
ż

U

vφ “ p´1qα
ż

ṽ , @φ P C8c pUq . (4.6)

Then:
ż

pv ´ ṽqφ “ 0 @φ P C8c pUq . (4.7)

Thus, v “ ṽ up to a set of measure zero.

Example 4.1.1. Let n “ 1, U “ p0, 2q and

upxq “

#

x, 0 ă x ď 1,

1, 1 ď x ă 2.
(4.8)

The function is not differentiable in the classical sense. Nevertheless, it admits a weak derivative.
Let

vpxq “

#

1, 0 ă x ď 1,

0, 1 ă x ă 2.
(4.9)

We claim that u1 “ v in the weak sense. Let φ P C8c pUq. We want to show that

ż 2

0

uφ1dx “ ´

ż 2

0

vφdx . (4.10)

By explicitly computing the integral:

ż 2

0

uφ1dx “

ż 1

0

xφ1dx`

ż 2

1

φ1dx “ ´

ż 1

0

φdx`φp1q`φp2q´φp1q “ ´

ż 1

0

φdx “ ´

ż 2

0

vφdx , (4.11)

where we used φp2q “ 0 since φ P C8c pp0, 2qq. This proves the claim.
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Example 4.1.2. Let n “ 1, U “ p0, 2q and

upxq “

#

x, 0 ă x ď 1,

2, 1 ă x ă 2.
(4.12)

We claim that u1 does not exist in the weak sense: there exists no function v P L1
locpUq such that

ż 2

0

uφ1dx “ ´

ż 2

0

vφdx @φ P C8c . (4.13)

Suppose that (4.13) is true for some v and for all φ. Then

´

ż 2

0

vφdx “

ż 2

0

uφ1dx “

ż 1

0

xφ1dx` 2

ż 2

1

φ1dx

“ ´

ż 1

0

φdx` φp1q ` 2φp2q ´ 2φp1q “ ´

ż 1

0

φdx´ φp1q,

(4.14)

where we only used φp2q “ 0. Choose now a sequence of functions tφmu
8
m“1, φm P C8c pUq such

that
0 ď φm ď 1, φmp1q “ 1, φmpxq Ñ 0 @x ‰ 1. (4.15)

Then

´

ż 2

0

vφmdx “ ´

ż 1

0

φmdx´ φmp1q ñ 1 “ lim
mÑ8

φmp1q “ lim
mÑ8

ˆ
ż 2

0

vφm ´

ż 1

0

φm

˙

“ 0 (4.16)

since φmpxq Ñ 0 for all x ‰ 1, which is a contradiction.

Now we are ready to define Sobolev spaces.

Definition 34 (Sobolev space). The Sobolev space W k,ppUq consists of all functions u P L1
locpUq

such that for all α, |α| ă k, Dαu exists in the weak sense and Dαu P LppUq:

W k,ppUq :“ tu : U Ñ R | Dαu exists in the weak sense, Dαu P LppUq, for all |α| ď ku (4.17)

Remark 4.3. 1. If p “ 2, we write HkpUq “ W k,2pUq. The notation is motivated by the fact
that Hk is a Hilbert space.

2. As for Lp spaces, functions in W k,p are identified if they coincide almost everywhere.

Next, we list some straightforward properties of weak derivatives and of Sobolev spaces.

Proposition 10. Let u, v PW k,ppUq, |α| ď k. Then

1. Dαu PW k´|α|,ppUq, DβpDαuq “ DαpDβuq “ Dα`βu, @α, β such that |α| ` |β| ď k.

2. @λ, µ P R, λu` µv PW k,ppUq and Dαpλu` µvq “ λDαu` µDαv, for all |α| ď k.

3. Let V Ă U , V open. Then u PW k,ppV q.

4. Let ζ P C8c pUq. Then ζu P W k,ppUq and Dαpζuq “
ř

βďα

`

α
β

˘

DβζDα´βu where
`

α
β

˘

“

α!
β!pα´βq! (Leibniz rule).
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Proof. Left to the reader.

As we shall see, Sobolev spaces are Banach spaces. In order to prove this, we need to introduce
a norm in W k,p.

Definition 35 (Sobolev norm). Let u PW k,ppUq. We define the Sobolev norm } ¨ }Wk,ppUq as

}u}Wk,ppUq “

$

&

%

´

ř

|α|ďk

ş

U
|Dαu|pdx

¯1{p

, 1 ď p ă 8,
ř

|α|ďk ess supU |D
αu|, p “ 8.

(4.18)

Remark 4.4. 1. One can check that } ¨ }Wk,ppUq satisfies all the properties a norm must have:

• }λu}Wk,ppUq “ |λ|}u}Wk,ppUq for all λ P R,

• }u}Wk,ppUq “ 0 ðñ u “ 0 in W k,ppUq,

• }u` v}Wk,ppUq ď }u}WK,ppUq ` }v}Wk,ppUq

2. The Sobolev norm is expressed in terms of the Lp norms of the weak derivatives Dαu. As for
Lp spaces, if we did not identify functions differing on sets of measure zero, } ¨ }Wk,ppUq would
only define a seminorm.

Example 4.1.3. Let U “ Bp0, 1q the unit ball in Rn. Define upxq :“ |x|´a, for x P U, x ‰ 0. Let
us find the values of a ą 0, k, p for which u belongs to W 1,ppUq. We compute

uxipxq “ ´
axi
|x|a`2

, x ‰ 0 . (4.19)

This implies:

|Dupxq| “
a

|x|a`1
, x ‰ 0. (4.20)

Thus, u is only differentiable in Bp0, 1qzt0u. Let us check that the function u admits a weak
derivative in Bp0, 1q. Let φ P C8c pUq, ε ą 0. Then

ż

UzBp0,εq

uφxidx “ ´

ż

UzBp0,εq

uxiφ`

ż

BBp0,εq

uφνi, (4.21)

where ν is the inward normal of BBp0, εq. Suppose that a` 1 ă n. Then, |Dupxq| P L1pUq, which
implies:

ˇ

ˇ

ˇ

ż

BBp0,εq

uφνids
ˇ

ˇ

ˇ
ď }φ}8

ż

BBp0,εq

ε´ads ď Cεn´1´a ÝÑ
εÑ0

0. (4.22)

Therefore, since both u and Du are in L1pUq we have:

ż

U

uφxidx “ lim
εÑ0

ż

UzBp0,εq

uφxidx “ ´

ż

U

uxiφdx, @φ P C8c pUq, 0 ď a ă n´ 1. (4.23)

This proves that uxi is the weak derivative of u in U . Moreover, |Dupxq| “ a
|x|a`1 P L

ppUq ô

pa` 1qp ă n. Therefore

u PW 1,ppUq ô a ă
n´ p

p
. (4.24)
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The next example shows that functions in Sobolev spaces can be rather badly behaved.

Example 4.1.4. Let trkukPN a countable, dense subset of U “ Bp0, 1q. Define

upxq “
8
ÿ

k“1

1

2k
1

|x´ rk|a
, x P U. (4.25)

By density of trkukPN in Bp0, 1q, the function u is unbounded on all open subsets of U . Nevertheless,
we claim that if 0 ă a ď n´p

p then u PW 1,ppUq.

As we have seen in the previous example, 1
|¨´rk|a

P W 1,ppUq. Also, a finite linear combination

of 1
|¨´rk|

still belongs to W k,p. Let us now check that the function u belongs to W k,p. We have:

}u}W 1,ppUq ď

8
ÿ

k“1

1

2k

›

›

›

1

| ¨ ´rk|a

›

›

›

W 1,ppUq
ď C, 0 ď a ď

n´ p

p
. (4.26)

Let us now introduce a notion of convergence in W k,ppUq.

Definition 36. 1. Let tumu
8
m“1, u PW k,ppUq. We say that um converges to u in W k,ppUq,

um Ñ u , in W k,ppUq , (4.27)

if

lim
mÑ8

}um ´ u}Wk,ppUq “ 0 . (4.28)

2. We write um Ñ u in W k,p
loc pUq to mean um Ñ u in W k,ppV q for any V ĂĂ U .

3. We denote by W k,p
0 pUq the closure of C8c pUq in W k,ppUq. That is, u P W k,p

0 pUq if and only
if there exist tumumPN, um P C

8
c , such that um Ñ u in W k,ppUq.

Finally, the next theorem shows that W k,ppUq is Banach spaces.

Theorem 4.1. @k P N, 1 ď p ď 8, the space W k,ppUq is a Banach space.

Proof. We have to check that W k,ppUq is a complete, normed linear space. We already proved
linearity and we introduced a norm. Let us check completeness. Let tumu

8
m“1 be a Cauchy sequence

in W k,ppUq. Then, @|α| ď k, tDαumu
8
m“1 is a Cauchy sequence in LppUq. By completeness of

LppUq, Duα P LppUq such that Dαum Ñ uα in LppUq for any |α| ď k. In particular, um Ñ

up0,0,¨¨¨ ,0q “: u. We claim that Dαu “ uα for any |α| ď k. This would prove that Dαu P LppUq,

and hence that u PW k,ppUq, which is what we want to show.
Let φ P C8c pUq. Then

ż

U

uDαφ “ lim
mÑ8

ż

U

umD
αφ. (4.29)

This identity immediately follows from Hölder inequality:

}pu´ umqD
αφ}1 ď }u´ um}Lp}D

αφ}Lq ,
1

p
`

1

q
“ 1 . (4.30)
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Therefore, recalling the definition of weak derivative:
ż

U

uDαφ “ lim
mÑ8

p´1qα
ż

U

Dαumφdx ” p´1q|α|
ż

U

uαφdx, (4.31)

where in the last step we used that Dαum Ñ uα in LppUq. This proves that Dαu “ uα, as
claimed.

It is natural to ask whether Sobolev functions can be approximated with smooth functions, for
which weak derivatives reduce to standard derivatives. In order to show this, recall the definition
of mollifier (Chapter 1, Eq. (1.105)).

We will start by proving an interior approximation theorem, that provides a smooth approxi-
mations for Sobolev functions not uniformly in the distance from the boundary of U .

Theorem 4.2 (Interior approximation by smooth functions). Let u PW k,ppUq for some 1 ď p ă 8
and set uε “ ηε ˚ u in Uε. Then:

1. uε P C8pUεq, @ε ą 0,

2. uε Ñ u in W k,p
loc pUq, εÑ 0.

Proof. 1. Recall that

uεpxq “

ż

dy ηεpx´ yqupyq, @x P Uε.

Therefore,

Dαuεpxq “

ż

dy Dα
xηεpx´ yqupyq, (4.32)

where integral and derivative can be interchanged, thanks to the fact that |Dα
xηεpx ´ ¨q| is

bounded uniformly in x and u P L1
locpUq. This proves the first part of the theorem.

2. To begin, we claim that Dαuε “ ηε ˚ D
αu in Uε, @|α| ď k. Let us postpone for a moment

the proof of this claim, and let us show how it implies that uε Ñ u in W k,p
loc pUq as εÑ 0. We

shall use that, for f P LplocpUq:

}f ε}LppV q ď }f}LppW q, @V ĂĂW ĂĂ U. (4.33)

In fact,

|f εpxq| “
ˇ

ˇ

ˇ

ż

Bpx,εq

ηεpx´ yqfpyqdy
ˇ

ˇ

ˇ
ď

ż

Bpx,εq

pηεpx´ yqq
1´1{ppηεpx´ yqq

1{p|fpyq|dy

ď

˜

ż

Bpx,εq

ηεpx´ yqdy

¸1´1{p˜
ż

Bpx,εq

ηεpx´ yq|fpyq|
pdy

¸1{p

,

(4.34)

where the last step follows from Hölder’s inequality. Thus
ż

V

dx|f εpxq|p ď

ż

V

dx

ż

Bpx,εq

dy ηεpx´ yq|fpyq|
p ď

ď

ż

W

dy |fpyq|p
ż

dx ηεpx´ yq “

ż

W

|fpyq|p ,

(4.35)
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which proves Eq. (4.33).

Now, let f “ Dαu, f ε “ ηε ˚ D
αu. Let V ĂĂ W ĂĂ Uε, δ ą 0, g P CpW q such that

}Dαu´ g}LppW q ď δ. Then:

}ηε ˚D
αu´Dαu}LppV q ď }ηε ˚D

αu´ ηε ˚ g}LppV q ` }ηε ˚ g ´ g}LppV q ` }g ´D
αu}LppV q

ď 2}Dαu´ g}LppW q ` }ηε ˚ g ´ g}LppV q

ď 3δ, if ε is small enough.

(4.36)

Therefore, we just proved that

ηε ˚D
αu ÝÑ

εÑ0
Dαu in LplocpUq. (4.37)

Let V ĂĂ Uε. Eq. (4.36) implies:

}uε ´ u}p
Wk,ppV q

“
ÿ

|α|ďk

}Dαuε ´Dαu}pLppV q ÝÑεÑ0
0, (4.38)

which proves 2. To conclude, we are left with showing that

Dαuε “ ηε ˚D
αu, in Uε. (4.39)

Let x P Uε. Then

Dαupxq “ Dα

ż

U

ηεpx´ yqupyqdy “

ż

U

Dα
xηεpx´ yqupyqdy “ p´1q|α|

ż

U

Dα
y ηεpx´ yqupyqdy.

(4.40)

Now, notice that φpyq :“ ηεpx´yq is a test function. Therefore, by definition of weak derivative

ż

U

Dα
y ηεpx´ yqupyqdy “ p´1q|α|

ż

U

ηεpx´ yqD
αupyqdy . (4.41)

Plugging this into Eq. (4.40) we get:

Dαuεpxq “ p´1q|α|`|α|
ż

U

ηεpx´ yqD
αupyqdy “ pηε ˚D

αuqpxq , (4.42)

which proves the claim, and concludes the proof of the theorem.

The next step is to find approximations for functions in W k,ppUq by C8 functions, that holds

true in the W k,ppUq rather than W k,p
loc pUq sense. In other words, we are looking for approximations

that are uniform in the distance from the boundary of U . In fact, what we proved so far is that for
all V Ă U , V such that V Ă V , V compact, and for all δ ą 0 there exists ε0 ” ε0pV, δq such that
}uε ´ u}Wk,ppV q ă δ for any ε ă ε0. The reason for this lack of uniformity is that, a priori, Sobolev
functions might be badly behaved in proximity of their domain U .

The next theorem provides a global approximation result, that holds uniformly in the distance
from BU (but not on BU).
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Theorem 4.3 (Global approximation by smooth functions). Let U open and bounded, u PW k,ppUq,
1 ď p ă 8. Then, there exist functions um P C

8pUq XW k,ppUq such that um Ñ u in W k,ppUq.

Proof. Let Ui “ tx P U | distpx, BUq ą 1{iu, i “ 1, 2, ¨ ¨ ¨ . Then, U “
Ť

i Ui. Also, let Vi “
Ui`3zU i`1. Notice that Vi is an open set, that Vi ĂĂ U , and that Vi X Vi`1 ‰ H. Moreover, we
can choose V0 such that V0 ĂĂ U and U “

Ť8

i“0 Vi.
Let us use Theorem 4.2 to find an approximation for u in each Vi. To this end, let us introduce

a smooth partition of unity, that is a family of function tζiu
8
i“0, such that:

#

0 ď ζi ď 1, ζi P C
8
c pViq,

ř8

i“0 ζi “ 1, in U.
(4.43)

Then, ζiu P W
k,ppUq and supppζiuq Ă Vi. Let ui :“ ηεi ˚ pζiuq. Notice that the support of ui is

slightly bigger than the support of ζiu: for εi small enough, suppui Ă Wi, with Wi “ UizU i`4.
Thanks to Theorem 4.2, for all δ ą 0 and for εi small enough,

}ui ´ ρiu}Wk,ppViq ” }u
i ´ ρiu}Wk,ppViq ď

δ

2i`1
. (4.44)

Now, write v :“
ř8

i“0 u
i. Notice that, @V ĂĂ U , there exists only finitely many i’s such that

ui ‰ 0 in V . Therefore, Dαv “
ř8

i“0D
αui, and hence v P C8pUq. Thus, for all V ĂĂ U :

}v ´ u}Wk,ppV q ď
ÿ

i

}ui ´ ζiu}Wk,ppV q ď δ
ÿ

i

1

2i`1
“ δ. (4.45)

To conclude, notice that δ is independent of V . Therefore, taking the supremum over V , we finally
get }u´ v}Wk,ppUq ď δ, which concludes the proof.

The previous result does not say anything about the regularity of the approximating function on
the boundary: we do not know whether v P C8pUq. In order to prove regularity on the boundary,
one needs extra information on the regularity properties of BU .

Theorem 4.4 (Global approximation up to the boundary). Let U be bounded and with BU of class
C1. Suppose u PW k,ppUq, 1 ď p ă 8. Then, there exists tumu

8
m“1, um P C

8pUq such that

um Ñ u, in W k,ppUq. (4.46)

Proof. See [Evans].

Thus, the set of C8 functions in W k,ppUq is dense in W k,ppUq. The result can also be extended
to unbounded subsets of Rn. The intuitive reason is that any function u PW k,ppUq, with U possibly
unbounded, can be approximated by ζu, with ζ P C8 defined as:

ζ “

#

1 in X,

0 in ZzX
(4.47)

with X Ă Z Ă U and X bounded. More precisely,

}u´ ζu}Wk,ppUq ď }u}Wk,ppUzXq, (4.48)



4.1. SOBOLEV SPACES 95

which can be made arbitrarily small by choosing X large enough. Thus, one can repeat the ap-
proximation arguments discussed above for ζu; we omit the details.

One first application of these results is about the characterization of Sobolev spaces in terms of
the Fourier transform. In the following, we shall focus on the Sobolev spaces HkpUq :“ W k,2pUq.
The notation is motivated by the fact that these spaces are Hilbert spaces.

Theorem 4.5. Let k P N. Then the following is true:

1. u P L2pRnq belongs to HkpRnq iff p1` |y|qkû P L2pRnq.

2. There exists C ą 0 such that

1

C
}u}HkpRnq ď }p1` |y|q

kû}L2pRnq ď C}u}HkpRnq, @u P HkpRnq. (4.49)

Proof. Let u P HkpRnq. Then, @α such that |α| ď k, Dαu P L2pRnq. Suppose first that u P Ckc .
Then, by the properties of the Fourier transform:

zDαu “ piyqαû. (4.50)

For general u P HkpRnq, zDαu exists by the extension of the Fourier transform to L2pRnq. The
identity (4.50) holds by approximation. Suppose that (4.50) is false, that is DU Ă Rn bounded such
that

}zDαu´ piyqαû}L2pUq ą δ. (4.51)

Let um P C
8
c pRnq XW k,2pRnq be an approximating sequence for u. Then

}zDαu´ piyqαû}L2pUq “ }
{Dαpu` um ´ umq ´ piyq

αpû` ûm ´ ûmq}L2pUq “

“ } {Dαpu´ umq ´ piyq
αpû´ ûmq}L2pUq

ď }Dαpu´ umq}L2pRnq ` C}u´ um}L2pRnq ÝÑ
mÑ8

0,

(4.52)

which contradicts (4.51). Therefore, zDαu “ piyqαû and in particular piyqαû P L2pRnq. This implies
that

p1` |y|kqû P L2pRnq, (4.53)

and

ż

dyp1` |y|kq2|û|2 ď C

ż

dyp1` |y|2kq|û|2 “ C

ż

dy

¨

˝1`

˜

ÿ

j

y2
j

¸k
˛

‚|û|2

ď C̃

ż

dy

˜

1`
ÿ

j

y2k
j

¸

|û|2 “ C̃}u}2HkpRnq,

(4.54)

where we used that yBku “ pikjq
kû and the Plancherel theorem. Therefore, we proved that

u P HkpRnq ñ p1` |y|kqû P L2pRnq, (4.55)

and in particular that
}p1` |y|kqû}L2pRnq ď C}y}HkpRnq. (4.56)
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Let us now prove the converse result. Let p1` |y|kqû P L2pRnq, and suppose that |α| ď k. Then

}piyqαû}2L2pRnq ď C}p1` |y|kqû}2L2pRnq. (4.57)

Let uα :“ ppiyqαûqq. Using the properties of the Fourier transform we have:
ż

Rn
pDαφqūdx “

ż

Rn
{pDαφq¯̂udy “

ż

Rn
piyqαφ̂¯̂udy “ p´1q|α|

ż

Rn
φppiyqαûqˇdy. (4.58)

Therefore, recalling the definition of weak derivative, uα “ Dαu, and in particular Dαu P L
2pRnq,

which implies that u P HkpUq. Also, by (4.57)

}Dαu}2L2pRnq ď C}p1` |y|kqû}2L2pRnq, (4.59)

that is:
}u}2HkpUq ď Ĉ}p1` |y|kqû}L2pRnq. (4.60)

The Fourier transform can be used to define fractional Sobolev spaces, as follows.

Definition 37 (Fractional Sobolev spaces). Let 0 ă s ă 8, u P L2pRnq. Then, we say that
u P HspRnq if p1` |y|sqû P L2pRnq. For non integer s, we define

}u}HspRnq “ }p1` |y|
sqû}L2pRnq. (4.61)

4.2 Existence and uniqueness for second order elliptic PDEs

4.2.1 Weak solutions

Let U Ă Rn open and bounded. We consider the boundary value problem:
#

Lu “ f, in U,

u “ 0, on BU,
(4.62)

with f : U Ñ R given. Let L be a linear differential operator, having either the form

Lu “ ´
n
ÿ

i,j“1

paijpxquxiqxj `
n
ÿ

i“1

bipxquxi ` cpxqu, (4.63)

or

Lu “ ´
n
ÿ

i,j“1

aijpxquxixj `
n
ÿ

i“1

bipxquxi ` cpxqu, (4.64)

for given aij , bj , c. In the following, we shall suppose that aij “ aji. We say that Lu “ f is in
divergence form if L is given by (4.63), and it in non-divergence form if it is given by (4.64). If
aij P C1pUq, the two definitions are equivalent, up to a redefinition of bipxq. We shall consider
elliptic second order PDEs, meaning that there exists θ ą 0 such that:

n
ÿ

i,j“1

aijpxqξiξj ě θ|ξ|2, (4.65)

almost everywhere in x, and for all ξ P Rn.
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Remark 4.5. This means that the symmetric matrix

Apxq “ paijpxqq1ďiďjďn, (4.66)

is positive definite, i.e. its smallest eigenvalue is greater or equal than θ ą 0.

In general, it might be impossible to find solutions for such boundary value problems. Thus, we
shall relax the notion of solvability, and consider weak solutions for Eq. (4.62). At first, suppose
that u is a smooth function, and that u solves Eq. (4.62), with L in divergence form. Then, we
trivially have:

ż

U

˜

ÿ

i,j

aijpxquxivxj `
n
ÿ

i“1

biuxi ` cuv

¸

dx “

ż

U

fvdx, (4.67)

for any v P C8c pUq. In fact, integrating by parts,

ż

U

pLu´ fqvdx “ 0, (4.68)

with no boundary terms thanks to the Dirichlet boundary conditions. We shall say that u solves
Eq. (4.62) is the weak sense if:

ż

pLu´ fqvdx “ 0, @v P C8c pUq. (4.69)

If u P C8c , this reduces to the usual notion of solution. In order to make sure that the integrals
make sense, we shall suppose that aij , bj , c P L8pUq.

Let us define the space:

H1
0 pUq :“ tu P H1pUq | DtumumPN, um P C

8
c pUq XH

1pUq s.t. um Ñ u in H1pUqu . (4.70)

As we shall see, this is the natural space to look for a weak solution of Eq. (4.62).

Definition 38. 1. The linear form Br¨, ¨s associated with the elliptic operator L in divergence
form is

Bru, vs :“

ż

U

n
ÿ

i,j

aijuxivxj `

ż

U

ÿ

i

biuxiv `

ż

U

cuv, (4.71)

for u, v P H1
0 pUq.

2. We say that u P H1
0 pUq is a weak solution of the boundary value problem if

Bru, vs “ pf, vq, @v P H1
0 pUq, (4.72)

where

pf, vq “

ż

dxfpxqvpxq. (4.73)

Thus, the problem of proving the existence of a weak solution is equivalent to finding the solution
of a certain integral equation.
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Let us discuss the last definition. Suppose u P C8pUq is a usual, or strong, solution of the
problem. Then, Eq. (4.69) hold true for all @v P C8c pUq. Integrating by parts, and using the
Dirichlet boundary condition, we easily get

Bru, vs “ pf, vq, @v P C8c pUq. (4.74)

More generally, let v be in H1
0 pUq and let vm P C8c pUq X H1

0 pUq. Then, vm Ñ v in H1pUq also
implies Bru, vms ÝÑ

mÑ8
Bru, vs and pf, vmq ÝÑ

mÑ8
pf, vq. Thus, the identity Bru, vs “ pf, vq is a trivial

consequence of u being a solution of Lu “ f and of the convergence in H1pUq.
The space H1

0 pUq is the largest space for which Bru, vs “ pf, vq makes sense, for all v P H1
0 pUq.

We have:

|Bru, vs| ď

ż

U

n
ÿ

i,j“1

|aijpxq||uxipxq||vxj pxq| `
ÿ

i

ż

U

dx|bipxq||uxipxq||vpxq| `

ż

U

|cpxq||upxq||vpxq|.

(4.75)
By Cauchy-Schwarz inequality,

(4.75) ď
n
ÿ

i,j“1

}aijpxq}8}uxi}2}vxj }2 `
ÿ

i

}bipxq}8}uxi}2}v}2 ` }c}8}u}2}v}2

ď C}u}H1
0 pUq

}v}H1
0 pUq

ă 8.

(4.76)

4.2.2 Lax-Milgram theorem

The next theorem will provide an important tool to prove existence and uniqueness of weak solutions
for elliptic second order PDEs.

Theorem 4.6 (Lax-Milgram). Let H be a Hilbert space. Let B : HˆH Ñ R be a bilinear mapping,
for which there exist α, β ą 0 such that

1. |Bru, vs| ď α}u}H}v}H @u, v P H.

2. β}u}2 ď Bru, us @u P H.

Let f : H Ñ R be a bounded linear functional on H. Then, there exists a unique u P H such that

Bru, vs “ 〈f, v〉 , @v P H. (4.77)

Coming back to the weak formulation of the boundary value problem (4.62), the Hilbert space
H is H1

0 pUq, with U bounded and open, and the bilinear functional is given by (4.71). In this case,
the pairing of f with v, xf, vy, is also equal to the inner product pf, vq. Thus, to prove existence
and uniqueness of the solution we are left with proving the assumptions of the theorem.

Remark 4.6. Notice that in the case Br¨, ¨s is symmetric, the statement of the theorem is an
immediate application of Riesz representation principle. In fact, one just notices that Bru, vs defines
an inner product on H. By the Riesz representation theorem, we know that there is an isomorphism
between the inner product defined by Br¨, ¨s and the linear maps acting on H. In other words, for
any bounded linear functional f : H Ñ R there exists a unique u P H such that

Bru, vs “ 〈f, v〉 ” fpvq. (4.78)

The significance of the Lax-Milgram theorem is that it does not require the map B to be symmetric.
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Proof. 1. Let u P H. Then v Ñ Bru, vs is a bounded linear functional on H. By Riesy repre-
sentation theorem there exist a unique w P H such that

Bru, vs “ pw, vq, v P H. (4.79)

Therefore, this defines a mapping

A : H Ñ H, Au “ w ñ Bru, vs “ pAu, vq. (4.80)

2. We claim that A : H Ñ H is a bounded linear operator. Let λ1, λ2 P R, u1, u2 P H. Then,
for all v P H:

pApλ1u1 ` λ2u2q, vq “ Brλ1u1 ` λ2u2, vs “ λ1Bru1, vs ` λ2Bru2, vs, (4.81)

by linearity of B. Then

(4.81) “ λ1pAu1, vq ` λ2pAu2, vq “ pλ1Au1 ` λ2Au2, vq (4.82)

by linearity of the inner product. The equality is true for all v P H. Therefore,

Apλ1u1 ` λ2u2q “ λ1Au1 ` λ2Au2 ñ A is linear. (4.83)

Moreover, it is bounded:

||Au||2 “ pAu,Auq “ Bru,Aus ď α}u}}Au} ñ }Au} ď α}u} ñ A is bounded. (4.84)

3. We claim that

(a) A is a one-to-one map,

(b) the range of A, RpAq :“ tv P H | v “ Au for some u P Hu is closed in H.

We first prove (a). We need to show that

u1 ‰ u2 ô Au1 ‰ Au2. (4.85)

Using point 2), we know that

}Apu1 ´ u2q} ď α}u1 ´ u2} (4.86)

that is Au1 ‰ Au2 ñ u1 ‰ u2. To prove the converse, we compute

β}u}2 ď Bru, us “ pAu, uq ď }Au}}u} ñ β}u1 ´ u2} ď }Au1 ´Au2}, (4.87)

that proves (a). Let us now prove (b). Let tvjujPN, vj P RpAq, be a convergent sequence in
H:

}vj ´ v} ÝÑ
jÑ8

0. (4.88)

We claim that v “ Au for some u P H, that is v P RpAq. Let uj P H such that vj “ Auj . By
Eq. (4.87):

β}uj ´ uj1} ď }Auj ´Auj1} “ }vj ´ vj1} ÝÑ
j,j1Ñ8

0, (4.89)
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which proves that uj is a Cauchy series. Being H a Banach space, uj Ñ u in H. We claim
that v “ Au. To see this, we use point 2):

}Auj ´Au} ď α}uj ´ u} ÝÑ
jÑ8

0, (4.90)

which implies that v “ limjÑ8 vj “ Au.

4. We now prove that RpAq “ H. Suppose that this is false. Then, since RpAq is closed, one
can write the orthogonal decomposition:

H “ RpAq ‘RpAqK (4.91)

Let w P RKpAq, w ‰ 0. We have:

β}w}2 ď Brw,ws “ pAw,wq “ 0, (4.92)

where the last identity follows from the fact that Aw P RpAq and w P RKpAq. This implies
that w “ 0, which gives a contradiction. Hence, H “ RpAq.

5. By Riesz representation theorem, there exists w P H such that

〈f, v〉 “ pw, vq, @v P H. (4.93)

Since the range of A is H, and since A is one-to-one, there exists u P H such that Au “ w.
Therefore,

Bru, vs “ pAu, vq “ pw, vq “ 〈f, v〉 . (4.94)

Hence, there exists u P H such that

Bru, vs “ 〈f, v〉 @v P H. (4.95)

6. To conclude, let us prove uniqueness. Let u1, u2 be two solutions of Eq. (4.95). Then,

Bru1, vs “ Bru2, vs “ 〈f, v〉ñ Bru1 ´ u2, vs “ 0 @v P H. (4.96)

Let v “ u´ ũ. Then

β}u1 ´ u2}
2 ď Bru1 ´ u2, u1 ´ u2s “ 0 , (4.97)

which gives a contradiction.

4.2.3 First existence theorem

Sobolev embeddings and Poincaré inequality

In this section, we shall discuss inequalities that will allow us to prove the assumptions of the
Lax-Milgram theorem, in the PDE context we are interested in.

The difficult part is the lower bound, β}u}2 ď Bru, us. We are looking for an inequality that
allows to bound from below Lp norms of Du with Lq norms of u. As we shall see, this cannot
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be true for all p, q. Let u P C8c pRnq, u ‰ 0, uλpxq :“ upλxq. Suppose that there exists C ą 0,
independent of λ, such that:

}uλ}LqpRnq ď C}Duλ}LppRnq . (4.98)

By a change of variables,

}uλ}LqpRnq “

ˆ
ż

dx|uλpxq|
q

˙
1
q

“

ˆ

1

λn
|upxq|q

˙
1
q

”

ˆ

1

λn

˙
1
q

}u}LqpRnq,

}Duλ}LppRnq “

ˆ
ż

dx|Duλpxq|
p

˙
1
p

“

ˆ

λp

λn
|upxq|p

˙
1
p

”

ˆ

λ

λ
n
p

˙

}Du}LppRnq .

(4.99)

Therefore, Eq. (4.98) implies:

}u}LqpRnq ď Cλ1´np`
n
q }Du}LppRnq. (4.100)

Thus, if 1 ´ n
p `

n
q ‰ 0, by taking either l Ñ 0 or l Ñ 8, Eq. (4.100) would imply }u}LppRnq ď 0,

that is u “ 0, which is a contradiction.
Therefore, we might only hope to prove Eq. (4.98) for:

1`
n

q
´
n

p
“ 0 ñ

1

q
“

1

p
´

1

n
. (4.101)

Let 1 ď p ă n. We define the Sobolev conjugate of p as the number q ” p˚ for which Eq. (4.101)
holds true:

p˚ :“
np

n´ p
. (4.102)

Notice that p˚ ą p.

Theorem 4.7 (Gagliardo-Nirenberg-Sobolev inequality). Let 1 ď p ă n. There exists C ” Cpn, pq
such that

}u}Lp˚ pRnq ď C}Du}LppRnq, @u P C1
c pRnq. (4.103)

The proof will be based on the generalized Hölder inequality:

ż

U

ˇ

ˇ

m
ź

i“1

ui
ˇ

ˇdx ď
m
ź

i“1

}ui}Lpi pUq,
m
ÿ

i“1

1

pi
“ 1. (4.104)

Remark 4.7. The proof crucially relies on the fact that u is compactly supported: the inequality is
trivially false if u “ 1. However, the constant C does not depend on the support of u.

Proof. Let us start with the case p “ 1. Using the compact support of u,

upxq “

ż xi

´8

dyiuxipx1, ¨ ¨ ¨ , xi´1, yi, xi`1, ¨ ¨ ¨ , xnq (4.105)

thus

|upxq| ď

ż 8

´8

dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ , xnq|. (4.106)
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For p “ 1 the Sobolev conjugate of p is p˚ “ n
n´1 . Therefore, it is natural to consider:

|upxq|
n
n´1 ď

n
ź

i“1

ˆ
ż 8

´8

dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ , xnq|

˙
1

n´1

. (4.107)

We have:

ż 8

´8

dx1|upxq|
n
n´1 ď

ż 8

´8

dx1

n
ź

i“1

ˆ
ż 8

´8

dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

“

“

ż 8

´8

dx1

ˆ
ż 8

´8

dy1|Dupy1, ¨ ¨ ¨ q|

˙
1

n´1 n
ź

i“2

ˆ
ż 8

´8

dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

“

ˆ
ż 8

´8

dy1|Dupy1, ¨ ¨ ¨ q|

˙
1

n´1
ż 8

´8

dx1

n
ź

i“2

ˆ
ż 8

´8

dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

.

(4.108)

Let us now apply the generalized Hölder inequality, with pi “ n´ 1. We have

ż 8

´8

dx1|upxq|
n
n´1 ď

ˆ
ż 8

´8

dy1|Dupy1, ¨ ¨ ¨ q|

˙
1

n´1 n
ź

i“2

ˆ
ż 8

´8

dx1dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

.

(4.109)

Next, let us integrate over x2. We get:
ż 8

´8

dx1dx2|upxq|
n
n´1

ď

ż

dx2

ˆ
ż 8

´8

dy1|Dupy1, ¨ ¨ ¨ q|

˙
1

n´1 n
ź

i“2

ˆ
ż 8

´8

dx1dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

“

ˆ
ż 8

´8

dx1dy2|Dupx1, y2 ¨ ¨ ¨ q|

˙
1

n´1
ż

dx2

ˆ
ż 8

´8

dy1|Dupy1, x2, ¨ ¨ ¨ q|

˙
1

n´1

¨

¨

n
ź

i“3

ˆ
ż 8

´8

dx1dyi|Dupx1, x2, ¨ ¨ ¨ , yi, ¨ ¨ ¨ q|

˙
1

n´1

.

(4.110)

Using again the generalized Hölder inequality for the x2 integration, choosing pi “ n´ 1, we have

(4.110) ď

ˆ
ż 8

´8

dx1dx2|Dupx1, x2 ¨ ¨ ¨ q|

˙
2

n´1

¨

¨

n
ź

i“3

ˆ
ż 8

´8

dx2

ż 8

´8

dx1dyi|Dupx1, ¨ ¨ ¨ , yi, ¨ ¨ ¨ , xnq|

˙
1

n´1

.

(4.111)

Iterating the same procedure n times (i.e. integrating again over dx3, ¨ ¨ ¨ , dxn) we finally get

ż

dx1 ¨ ¨ ¨ dxn|upxq|
n
n´1 ď

ˆ
ż

dx1 ¨ ¨ ¨ dxn|Dupx1, ¨ ¨ ¨ , xnq|

˙
n
n´1

, (4.112)
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which proves the inequality for p “ 1.

Let us now consider 1 ă p ă n. Let v :“ |u|γ , γ ą 1 to be chosen later. By Eq. (4.112), we have

ˆ
ż

|u|
γn
n´1 dx

˙

n´1
n

ď

ż

|D|u|γ |dx “ γ

ż

|u|γ´1|Du|dx ď γ

ˆ
ż

|u|pγ´1q p
p´1 dx

˙

p´1
p

ˆ
ż

|Du|p
˙

1
p

,

(4.113)

where in the last step we used the Hölder with q “ p{pp ´ 1q. Now let us choose γ such that
γn
n´1 “ pγ ´ 1q p

p´1 . That is,

γ

ˆ

n

n´ 1
´

p

p´ 1

˙

“ ´
p

p´ 1
ñ γ

ˆ

p´ n

pn´ 1qpp´ 1q

˙

“ ´
p

p´ 1
, (4.114)

i.e. γ “ ppn´ 1q{pn´ pq ą 1. Plugging this choice into Eq. (4.113) we get:

ˆ
ż

|u|
γn
n´1

˙

n´1
n

ˆ
ż

|u|
γn
n´1

˙´
p´1
p

ď γ

ˆ
ż

|Du|p
˙

1
p

, (4.115)

with
n´ 1

n
´
p´ 1

p
“
ppn´ 1q ´ npp´ 1q

np
“
n´ p

np
”

1

p˚
, (4.116)

and hence
γn

n´ 1
“

pn

n´ p
“ p˚ . (4.117)

We conclude that:
ˆ
ż

dx|u|p
˚

˙
1
p˚

ď γ

ˆ
ż

dx|Du|p
˙

1
p

, 1 ă p ă n , (4.118)

which is what we wanted to prove.

This inequality can be used to prove that, in some cases, Sobolev spaces are embedded in Lq

spaces.

Theorem 4.8. Let U Ă Rn open and bounded. Let u PW 1,p
0 pUq, 1 ď p ă n. Then

}u}LqpUq ď C}Du}LppUq, @q P r1, p˚s, (4.119)

with C ” Cpp, q, Uq.

Remark 4.8. 1. In particular, for q “ p is allowed, since p˚ ą p. We have:

}u}LppUq ď C}Du}LppUq, (4.120)

which takes the name of Poincaré inequality.

2. The Poincaré inequality allows us to prove that on W 1,p
0 pUq, the norms }Du}LppUq and

}u}W 1,p
0 pUq are equivalent. In fact, one trivially has:

}Du}LppUq ď }u}W 1,p
0 pUq (4.121)

and, by Poincaré inequality:

}u}W 1,p
0 pUq ď

´

}u}pLppUq ` }Du}
p
LppUq

¯
1
p

ď C}Du}LppUq . (4.122)
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3. Theorem 4.8 is telling us that

u PW 1,p
0 pUq ñ u P LqpUq, @q P r1, p˚s. (4.123)

We stress that the smallest such LqpUq space is Lp
˚

pUq. Indeed, by Hölder:

}u}q “

ˆ
ż

U

dx|upxq|q
˙

1
q

ď

ˆ
ż

U

dx|upxq|qp
˙

1
qp
ˆ
ż

U

dx

˙
1
p1

ď C}u}p˚ , (4.124)

where 1
p1 `

1
p “ 1 and p “ p˚

q ą 1. We say that the space W 1,p
0 pUq is embedded in Lp

˚

pUq,

p˚ “ np
n´p , 1 ď p ă n.

Proof. Let u PW 1,p
0 pUq. Then, there exists tumumPN, um P C

8
c pUq such that um Ñ u in W 1,ppUq.

Let us extend um to Rn, setting um “ 0 on RnzU . By the GNS inequality,

}um ´ ul}p˚ ď C}Dpum ´ ulq}p ÝÑ
m,lÑ8

0 . (4.125)

Thus, tumu is a Cauchy sequence in Lp
˚

pUq, and hence um Ñ ũ in Lp
˚

pUq. Being U bounded,
ũ P LqpUq, @q : 1 ď q ď p˚. In particular, ũ P LppUq, which shows that u “ ũ, and therefore that
u P Lq for all q P r1, p˚s.

By the GNS inequality:
}um}Lp˚ pUq ď C}Dum}LppUq . (4.126)

Then, by convergence in W 1,ppUq:

}Dum}LppUq “ }Dpum ´ u` uq}LppUq ÝÑ
mÑ8

}Du}LppUq. (4.127)

Also,
}um}Lp˚ pUq ě C}um}LqpUq, @1 ď q ď p˚, (4.128)

and
}um}LqpUq “ }um ´ u` u}LqpUq ÝÑ

mÑ8
}u}LqpUq, (4.129)

by convergence in Lp
˚

pUq. All in all:

}u}LqpUq ď C}Du}LppUq, (4.130)

for some C ” CpU, n, pq.

Proof of existence and uniqueness of the solution

We are now in the position to apply the Lax-Milgram theorem to the weak formulation of the
problem (4.62). Let H ” H1

0 pUq and

Bru, vs “

ż

U

´

n
ÿ

i,j“1

aijpxquxivxj `
n
ÿ

j“1

bipxquxiv ` cpxqupxqv
¯

dx, (4.131)

where u, v P H1
0 pUq, a, b, c P L

8pUq.
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Theorem 4.9. There exist α, β ą 0 and γ ě 0 such that

|Bru, vs| ď α}u}H1
0 pUq

}v}H1
0 pUq

, (4.132)

and
β}u}2H1

0 pUq
ď Bru, us ` γ}u}H1

0 pUq
, (4.133)

@u, v P H1
0 pUq.

Proof. 1. By Cauchy-Schwarz:

|Bru, vs| ď C}u}H1
0 pUq

}v}H1
0 pUq

.

2. Recall the uniform ellipticity condition:
ÿ

i,j

aijpxqξiξj ě θ|ξ|2, @ξ P Rn, θ ą 0. (4.134)

Then:
ż

U

n
ÿ

i,j“1

aijpxquxiuxj ě θ

ż

U

dx|Du|2. (4.135)

and also:

ˇ

ˇ

ˇ

ż

U

n
ÿ

i,j“1

aijpxquxiuxj

ˇ

ˇ

ˇ
ď Bru, us `

ÿ

i

}bi}8

ż

|Du||u|dx` }c}8

ż

u2dx . (4.136)

Using that, for all ε ą 0, ab ď εa2 ` 1
4εb

2, we get:

ż

U

|Du||u| ď ε

ż

U

|Du|2 `
1

4ε

ż

|u|2. (4.137)

Choosing ε small enough, Eqs. (4.135), (4.136) imply:

θ

2

ż

dx|Du|2 ď Bru, us ` C

ż

u2dx, (4.138)

for some C ą 0. Furthermore, by Poincaré inequality:

θ

2

ż

dx|Du|2 ě C 1
´

}u}2L2pUq ` }Du}
2
L2pUq

¯

, (4.139)

for some C 1 ą 0. Thus, Eqs. (4.138), (4.139) imply that there exists β ą 0 such that:

β}u}2H1
0 pUq

ď Bru, us ` γ}u}22. (4.140)

Theorem 4.10 (1st Existence Theorem). There exists γ ě 0 such that @µ ě γ and @f P L2pUq
there exists a unique weak solution u P H1

0 pUq of
#

Lu` µu “ f, in U,

u “ 0, on BU.
(4.141)



106 CHAPTER 4. SECOND ORDER ELLIPTIC PDES

Proof. 1. Let γ as in Theorem 4.9, and let µ ě γ. We define:

Bµru, vs “ Bru, vs ` µpu, vq. (4.142)

By Theorem 4.9, Bµru, vs satisfies the hypothesis of the LM theorem.

2. Let f P L2pUq. Then, 〈f, v〉 ” pf, vqL2pUq defines a bounded linear functional in L2, hence in
H1

0 pUq Ă L2pUq. By LM theorem, there exists a unique u P H1
0 pUq such that

Bµru, vs “ 〈f, v〉 , @v P H1
0 pUq. (4.143)

This concludes the proof.

Remark 4.9. The value of γ depends on the specific equation. Suppose for instance that b “ 0,
c ě 0. Then

Bru, us ě
ÿ

i,j

ż

dxaijpxquxiuxj ě θ

ż

|Du|2 ě θC}u}H1
0 pUq

(4.144)

where the second inequality follows from uniform ellipticity and the last from Poincaré inequality.
This shows that we can choose γ “ 0, and hence the assumptions of the LM theorem are fulfilled
for B0ru, vs ” Bru, vs.



Appendix A

Elements of the theory of
distributions

In this appendix we shall give a quick introduction to the theory of distributions. We refer the
reader to, e.g., [Lieb-Loss] for a more details. A distribution is a continuous linear functional on
the space of test functions. That is,

T : C8c pUq Ñ C, (A.1)

such that
T pφ1 ` φ2q “ T pφ1q ` T pφ2q, T pλφq “ λT pφq. (A.2)

To define continuity, we need a topology. We say that tφnunPN, φn P C
8
c pUq converges to φ P

C8c pUq, φn Ñ φ, if supppφn ´ φq Ă K Ă U where K is compact, and

sup
xPK

|Dαφmpxq ´D
αφpxq| ÝÑ

mÑ0
0 . (A.3)

We shall denote by DpUq the space of test functions endowed with the above topology. The space of
distributions is the dual of DpUq, denoted by D1pUq. It turns out that LppUq, and more generally
W k,ppUq spaces, can be viewed as spaces of distributions. Given u P W k,ppUq, we define the
associated distribution as

T pφq :“

ż

U

uφdx. (A.4)

Notice that not all the distributions are of this form. A notable example is the Dirac delta function:

δxpφq :“ φpxq . (A.5)

It is not difficult to realize that the delta function cannot be written as in Eq. (A.4). Nevertheless,
one formally writes:

δxpφq “

ż

U

δpy ´ xqφpyqdy. (A.6)

We say that a sequence of distributions T k P D1pUq, k “ 1, 2, . . ., converges in D1pUq to T , T k Ñ T ,
if T kpφq Ñ T pφq for all φ P DpUq. Also, if T and T 1 have the form Eq. (A.4), then T “ T 1 if and
only if u “ u1 almost everywhere. We say that DαT is the distributional derivative of T if:

pDαqT pφq “ p´1q|α|T pDαφq, @φ P DpUq. (A.7)
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If T has the form (A.4), this reproduces the definition of weak derivative.
Therefore, Sobolev spaces can also be thought as spaces of distributions. If T has the form

(A.4) for some u, one often uses the notation T ” u. One says that u, g are equal in the sense of
distributions if

ż

uφ “

ż

gφ, @φ P DpUq. (A.8)

In particular, T “ δx in the sense of distributions means that

ż

upyqφpyq “

ż

dyδpx´ yqφpyq “ φpxq, @φ P DpUq. (A.9)

It turns out that the Green function G of the Laplacian ´∆ defines a distribution, which solves the
equation:

´∆Gx “ δx , (A.10)

with Gxpyq ” Gpx´ yq.



Appendix B

Elements of the theory of Hilbert
spaces

In this appendix we recall some basic notions of the theory of Hilbert spaces.

Definition 39 (Hilbert space). Let H be a real linear space. We say that H is a Hilbert space if
it is a Banach space endowed with an inner product, that generates the norm.

An inner product p¨, ¨q : H ˆH Ñ R is a mapping with the following properties:

1. pu, vq “ pv, uq, @u, v P H.

2. uÑ pu, vq is linear.

3. pu, uq ě 0, @u P H.

4. pu, uq “ 0 ô u “ 0.

The norm associated with the inner product is

||u||H “ pu, uq
1
2 (B.1)

Example B.0.1. 1. L2pUq is a Hilbert space, with inner product pf, gq “
ş

U
fg.

2. HkpUq is a Hilbert space, with inner product pf, gq “
ř

|α|ďk

ş

U
DαfDαgdx.

Definition 40 (Orthogonal complement). Let H be a Hilbert space and K Ă H a closed subspace
of H. The orthogonal complement of K is defined as

KK :“ tu P H | pu, vq “ 0 @v P Ku . (B.2)

Proposition 11. The orthogonal complement KK of K Ă H is a closed subspace of H.

Proof. Let tuku P K
K such that }uk ´ u} ÝÑ

kÑ8
0. Let v P K, then

|pu, vq| “ |pu, vq ´ puk, vq| ď }uk ´ u}}v} ÝÑ
kÑ8

0, (B.3)

where we used the orthogonality between uk and v and the Cauchy-Schwarz inequality.
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Theorem B.1 (Orthogonal decomposition). Let K Ă H be a closed subspace of H. Then, every
u P H can be uniquely represented as

u “ v ` w, (B.4)

with v P K and w P KK.

Remark B.1. • One also writes H “ K ‘KK.

• This decomposition induces the linear mappings:

PK : H Ñ K, PKu “ v,

PKK : H Ñ KK, PKKu “ w .
(B.5)

The linear operators Pk, P
K
k are called orthogonal projections on K,KK.

Proof. If u P K, then u “ v, w “ 0. If u R K we proceed as follows. Let tvkukPN, vk P K such that

}v ´ vk} ÝÑ
kÑ8

inf
vPK

}u´ v}2. (B.6)

We write:
}u´ v}2 “ F puq ` }u}2, F pvq “ }v}2 ´ 2pu, vq. (B.7)

Therefore, F pvkq ÝÑ
kÑ8

infvPK F pvq ” α. We would like to prove that vk Ñ v. To prove this, we

write

F pvkq ` F pvlq “ }vk}
2 ´ 2pu, vkq ` }vl} ´ 2pu, vlq “

“
1

2
p}vk ` vl}

2 ` }vk ´ vl}
2q ´ 2pu, vk ` vlq “

“ 2
›

›

›

vk ` vl
2

›

›

›

2

´ 4

ˆ

u,
vk ` vl

2

˙

`
1

2
}vk ´ vl}

2 “

” 2F

ˆ

vk ` vl
2

˙

`
1

2
}vk ´ vl} ě 2α`

1

2
}vk ´ vl}.

(B.8)

But since F pvkq, F pvlq ÝÑ
k,lÑ8

α, we have }vk ´ vl} ÝÑ
k,lÑ8

0 ñ tvku is a Cauchy sequence, meaning

that vk Ñ v in K. Our goal is to prove that v is such that u´ v P KK. Let ṽ P K. Then

fptq :“ F pv ` tṽq ě F pvq, @t P Rñ 0 “ f 1p0q “ 2pv ´ u, ṽq, @ṽ P K, (B.9)

where we used

d

dt
fptq

ˇ

ˇ

t“0
“

d

dt
}v ` tṽ} ´ 2pu, v ` tṽq

ˇ

ˇ

t“0
“ 2pv, ṽq ´ 2pu, ṽq “ 2pv ´ u, ṽq. (B.10)

Therefore, pv ´ u, ṽq “ 0 for any ṽ P K ñ v ´ u P KK. We are left with proving that the
decomposition is unique. Suppose it is not. Then:

u “ v1 ` w1 “ v2 ` w2, vi P K, wi P K
K, i “ 1, 2. (B.11)

Thus, @ṽ P K:

pu, ṽq “ pv1, ṽq “ pv2, ṽq ñ 0 “ pv1 ´ v2, ṽq @v P K ñ v1 ´ v2 P K
K. (B.12)

But K is a linear space, hence v1 ´ v2 P K. Since K XKK “ t0u, v1 ´ v2 “ 0.
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Definition 41 (Orthonormal basis). A family twku
8
k“1, wk P H, is called an orthonormal basis of

H if

1. pwk, wlq “ 0 @k ‰ l.

2. pwk, wkq “ }wk}
2 “ 1

3. u “
ř8

i“1pu,wiqwi @u P H

In particular,
}u}2 “

ÿ

k

pu,wkq
2. (B.13)

Definition 42 (Dual space). We denote by H˚ the set of all bounded linear functionals on H.

Remark B.2. Recall that T : H Ñ R is a linear functional if T pλu ` µvq “ λT puq ` µT pvq. We
say that T is bounded if

}T } :“ supt|T puq| | u P H, }u} ď 1u ă 8 . (B.14)

H˚ is the set of all such maps T . One also uses the notation 〈T, u〉 to denote the real number T puq.
〈¨, ¨〉 is called the pairing of H and H˚.

Theorem B.2 (Riesz representation theorem). For each T P H˚ there exists a unique u P H such
that

〈T, v〉 “ pu, vq @v P H. (B.15)

The mapping T Ñ u is a linear isomorphism of H˚ onto H.
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