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1. Background

In this course, we will discuss relativistic quantum mechanical wave equations such
as the Klein-Gordon equation

10 m2c?
and the Dirac equation
3
o
N _
;sz D mecy =0, (1.2)

where v*, ©=0,1,2,3 are certain 4 X 4 matrices.
The basic motivation is that the Schrodinger equation

2

o (t. q) = (—f—mA n v<t,q>) b(t.q) (13)

is not invariant under the basic symmetry transformations of (special) relativity,
Lorentz transformations. There are two reasons for this:

1. The Schrodinger equation contains just a first order time derivative but second
order spatial derivatives. As Lorentz transformations mix spatial and time
derivatives, it cannot be Lorentz invariant.

2. For many (N € N) particles, ¢ = (x3,...,xy). Then the object (¢, %1, ...,Xy)
contains one time variable and N space variables, hence it is unclear how to
Lorentz transform it. (We would need N spacetime variables for that.)

We shall address both points. For a single particle, reason 1 will lead us to the
Klein-Gordon and the Dirac equations. Reason 2 will come into play later when
we consider many particles in the multi-time formalism of Dirac, Tomonaga and
Schwinger. (The central idea is to consider multi-time wave functions 1 (z1, ..., zx)
with one spacetime argument x; for each particle.)

The relativistic wave equations have several interesting and new features. Both
Klein-Gordon and Dirac equations admit negative energies. These have to do with
antiparticles, and indeed the Dirac equation has historically led to the concept of the
positron. The Dirac equation automatically includes spin, and thus gives a reason
why (fermionic) particles should have spin.

In elementary particle physics, especially the Dirac equation is of fundamental
importance and occurs at a central place in the Standard Model. It is used to
describe all the elementary fermions. The Klein-Gordon equation is often used as a
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toy model, and even more seriously for the description of spin-0 bosons such as the
Higgs particle.

Both the Klein-Gordon equation and the Dirac equation are important examples
for hyperbolic partial differential equations. "Hyperbolic’ means that the equation
distinguishes one special direction that plays the role of time. The two equations
also have a canonical generalization to curved spacetimes as in general relativity
(we will not do this here, though). Moreover, the Dirac equation leads to non-
trivial representations of the Lorentz group, so called spinor representations. This
has led to a whole area of research in theoretical and mathematical physics. In
pure mathematics, the Dirac operator also plays an important role in differential
geometry and index theory.

1.1 Basics of non-relativistic quantum mechanics

Wave function. Our discussion takes place in the Schrodinger picture of QM.
The basic object of QM then is a time-dependent wave function

YV RXRY % - xR = CF,  (t,xq,....,xXn) = ¥(t, Xy, ..., Xn). (1.4)
N q

Here, N is the number of particles described (in a rather indirect way) by ¥. k is
the number of components of . It depends on the type of the particle. The most
important examples are spin-0 (k = 0) and spin-3 particles (k = 2).

Schrédinger equation. The governing equation of QM reads (setting h = 1):

Di0(t.) = (=58, + Vita)) vita) (15)

Here, A, is the Laplacian on the configuration space R*" and V (¢, q) a potential. m
stands for the mass of the particles (they are assumed to have the same mass here).

Invariance under Galilean transformations. Galilean transformations are the
symmetry transformations of non-relativistic spacetime. They describe the change
of coordinates from one inertial frame F' to another F’ which moves with uniform
velocity —u with respect to the other. The coordinates in F' are denoted by (t,x) €
R* and in F’ by (#,x') € R* They are combinations of the following elementary
transformations:

1. Space and time translations. For r € Randa € R3: ¢ =t + 7, x' = x + a.
2. Rotations. For a rotation matrix R € O(3): ' =t, x' = Rx.
3. Galilean boosts. For a velocity u € R®: ¢ =t, x' = x + ut.

These transformations were for x € R? (physical space). For configuration space,
one transforms each x; in q = (X, ..., Xy) in the same manner.

Now, what does "Galilean invariance" of the Schrodinger equation mean? It
means that we specify a rule how to calculate a transformed «/(¥',x’) that refers
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to the new frame F”’ from the previous v (t,x) for F. This rule must be such that
if ¢(t,x) solves the Schrédinger equation w.r.t. (¢,x), then ¢/(#,x’) solves the
Schrédinger equation w.r.t. (¥,x').

We focus on the case of N = 1 particles and set V' = 0 (for N > 1, the only
requirement for V' is that it is a Galilean invariant function, such as the Coulomb
potential). For the Schidinger equation, the transformation rules for the Galilean
transformations 1-3 are:

L', x')=¢(t,x) =y —7,x' —a),
2. (¢, x') = (t,x) = (t', RTX),

3. Here a novel feature appears: The transformation ¢'(t',x") = ¢ (t,x) = ¥ (t',x'—
ut’) does not lead to invariance. One needs to include a factor ® depending
on (t',x',u):

Yt x) = o, x',u) (', R"X) (1.6)
The lesson is that implementing symmetry transformations on abstract spaces
such as the space of wave functions can be more subtle than one may think.
We will encounter this situation especially for the Dirac equation. There we
will study representations of the Lorentz group more systematically.

You will demonstrate the Galilean invariance of the Schrédinger equation on Sheet
1, Exercise 2.

Continuity equation and Born rule. As a consequence of the Schrodinger
equation, the density

p(t,a) = [¢(t,q) (1.7)
and the current )
j=—Imyl(t,q)Vay(tq) (1.8)
satisfy the continuity equation
Oip(t, q) + divj(t,q) = 0. (1.9)

You will show this on Sheet 1, Exercise 1.

A continuity equation describes a substance (with density p) which can be neither

created nor destroyed but is rather just redistributed according to the current j.
Here the conserved quantity is the total probability to find the particles some-

where in space,

P(t) = /d3x\¢y(t,q). (1.10)

The fact that £P(t) = 0 follows from (L.9). However, (L.9) is stronger than this,
as it means that probability is even conserved locally. This fact is the basis of the
statistical meaning of 1, as given by the Born rule:

||2(t, x1, ...,Xxx) is the probability density to find, at time ¢, N particles
at locations xi,...,Xy, respectively.

This rule is crucial as it relates the abstract wave function with concrete physical
predictions for particles.
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Hilbert space picture. One can also regard the Schrodinger equation more ab-
stractly as an equation on the Hilbert space

H = LR CH) (1.11)
of square integrable functions ¢ : R3 — C* with scalar product
(7.0) = [ dxel (ot (112

Then the Schrédinger equation takes the form
dy (1)

— — Hy(t 1.13
o = o) (113)
where 1) is viewed as a map ¢ : R — 7 and
~ 1
H=——"A 1.14
s ATV (1.14)

defines the Hamiltonian. One usually requires that H is self-ajoint. Then it gener-
ates a unitary group, given by ~
U(t) = e 1, (1.15)

This unitary group yields the solution 1 (t) of the initial value problem ¥ (0) = vy
of by

b(t) = e ey (1.16)
Particular self-adjoint operators on .7 ("observables") summarize the statistics of
experiments in a convenient way. Their eigenvalues correspond to the possible out-
comes of the experiment, and the norms of the corresponding eigenfunctions give
the probabilities with which these outcomes occur. For example, the eigenvalues of
H correspond to the values the total energy of the system can take.

Quantization recipe. One can guess the Schrodinger equation for N = 1 as
follows. The energy momentum relation for a single particle in classical mechanics

reads: )
E=Y 1vax). (1.17)

2m
The quantization recipe now is to

(a) Exchange F and p with operators:
E — ih0;,, p — —ihV. (1.18)
V' becomes a multiplication operator.

(b) Insert the operators into the energy-momentum relation and let the result act
on :
o= (B avix)e — inow V%) ) v, (119)
=|— X 7 =|—-—=— X . :
2m ’ t 2m ’
This indeed gives the (free) Schrédinger equation. This procedure is sometimes

useful for guessing quantum mechanical equations; one should not overestimate its
conceptual value, though.
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1.2 Basics of special relativity

Minkowski spacetime. Minkowski spacetime is the spacetime manifold of special
relativity (without gravitation)]} It is given by M = (R* n), i.e. four-dimensional
space R? equipped with the Minkowski (pseudo-) metric

n:MaM—=R, (z,y)+ 2z’ diag(l,—1,-1,—-1)y. (1.20)

0

Given two points z = (2°,x) and y = (y°,y) € M, the quantity n(x,y)

sz, y) =n(r —y,x —y) = (2° —y")? — |x -y~ (1.21)

is called the spacetime distance of x and y. For equal times, we obtain (minus) the
usual spatial distance squared. One distinguishes three cases:

1. s*(z,y) < 0: space-like related. That means, z and y are "somewhere else in
space" with respect to each other.

2. s%(z,y) > 0: time-like related. That means, z is in the future of y (if 2° > ¢°)
or z is in the past of y (if z° < ).

3. s*(x,y) = 0: light-like related. That means, z and y can be connected with a
light ray.

time

A world line
time-like

rve

light cone of x

future of x

space-like hyperplane

"elsewhere in space"

> space

Figure 1.1: Spacetime diagram

!Note for experts: As Minkowski spacetime is flat as a manifold (not curved), it is also a vector
space. Furthermore, all tangent spaces are isomorphic to Minkowski spacetime itself. This allows
to identify these spaces with Minkowski spacetime. We shall do this in the following.



10 CHAPTER 1. BACKGROUND

Index notation. Weset h =c=1.

We denote vectors x € M by z = (2° 2%, 22, 23). 2#, u = 0,1,2,3 are the com-
ponents of z in a particular inertial frame. The component z° = ct corresponds
to time, and the spatial components are often indicated by using roman indices 27,
J =1,2,3. We sometimes write x = (¢,x) with x € R3.

Covectors w € M* are maps w : M — R. We denote them using lower indices

W = (W) pu=0,1,2,3- (1.22)

Their action on a vector x is given by

3
wr = Zwua:”. (1.23)
n=0
We also abbreviate this by
3
wyah = Zwux“, (1.24)
pn=0

where summation over the repeated upper and lower index p is implied. This is
called a contraction of the index pu.
Vector fields A : Ml — M are given by

A(x) = (A*(z)) = (A%(2), ..., A3(z)). (1.25)

Tensor fields of order (m, n) are defined asmaps 7 : M - M ® - - - M)@(M* ® - - - M")

n
and their components at a spacetime point x are denoted by

THybm (). (1.26)

Linear maps M : M — M can be identified with constant tensor fields of order (1, 1)
and their components are denoted by M*,. The action of M on a vector x is then
written as

(Mx)* = M*, x". (1.27)
The composition of linear maps B, C' is given as
(BC)*, = B*,C",. (1.28)

Moreover, we have
B, = (B")" . (1.29)

The transpose thus converts vector indices in covector indices and vice versa.
M*#, = Zi:o M*, yields the trace of M (sum of diagonal elements).
The identity map is denoted by

I =(6") (1.30)

where 6*, = 1 if 4 = v and *, = 0 else.
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The spacetime-metric should be seen as a (constant) tensor of order (0,2). The
components of the inverse of the metric, n7!, are denoted by 7" (note the index
placement!) and given by the relation

U”pﬁpu - 5MV- (1.31)

This leads to n* = 1,,, i.e., n and n~! have the same components, apart from the
index placement.

Using 7, and ", we introduce the concept of raising and lowering indices. For
any vector with components z#, we define a corresponding covector with components
x, by:

Ty =N " (1.32)

Concretely, if (a#) = (2°, 2, 22, 2?), then (x,) = (2°, —z', —2?, —2?).

Similarly, for a covector with components y,,, we define a corresponding vector with
components y* by
¥ ="y, (1.33)

Concretely, if (yu) = (Yo, Y1, Y2, ys), then (") = (yo, —y1, =2, —¥3).
Similarly we define the operators of raising/lowering indices for all tensors. Remem-

ber: the index placement is important! It should be clear from the start which index
placement an object should have.
Derivatives with respect to coordinates are denoted by

8, 0 (1.34)

- oz

and also here we use 0" = n*"0,.
Finally, the Minkowski square of a vector x € M is defined by:

2? = z,a". (1.35)
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2. The Poincaré group

2.1 Lorentz transformations.

These are the symmetry transformations of Minkowski spacetime.

Definition: A Lorentz transformation is a map
A-M—-M, x+— A¥, 2"
which preserves spacetime distances:
Va,y € M: s*(Ax, Ay) = s*(x,y).

This is equivalent to
Ve e M: n(Az,Ax) =n(x,x).

The set of all Lorentz transformations is denoted by L.

(2.1)

(2.2)

(2.3)

Definition: A real Lie group is a group G which is also a real, finite-dimensional
smooth manifold. In addition, the group operations multiplication and inversion are

required to be smooth maps from G x G — G.

Theorem 2.1.1 L is a 6-dimensional Lie group. It is often called L = O(3,1).

Proof: — Sheet 2, Exercise 1

Examples.

1. Rotations. Let R € SO(3) be a rotation. SO(3) is the group of orthogo-
nal real 3 x 3 matrices with determinant equal to 1. This defines a Lorentz

transformation by leaving the time coordinate unchanged:

1 or
A_(O R).

(2.4)

Each rotation is characterized by an axis of rotation n € R? (2 parameters)
and an angle ¢ specifying how far the rotation goes (1 parameter). We shall

denote these parameters as ¢ = pn.

13
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2. Boosts. These describe the transition from the old frame to another moving
with velocity v (v = |v| < 1) with respect to the former. Let

1
Y(v) = i (2.5)

Then the boost is given by

_ ([ ) O
A= ( y(v)v 13+ 2 (v) W) lyyT ) (26)

Note: v should be regarded as a column vector, and (vv');; = vv;. If we

parametrize v as
v = tanh(w) v/|v], w € [0,00) (2.7)

then every Lorentz boost is characterized by the boost vector

w=wv/|v| € R (2.8)

3. Discrete transformations. In addition, there are also the space inversion P
("parity"), the time reversal T' and the combination of both, PT.

1 07 -1 0"
P00 (L) e e

Remark. The Lorentz group consists of the following four connected components:
LY ={AeL|A%>1, detA=+1},
Ll ={AeL|A% >1, detA=—-1}=PLL,
LY ={AeL]A% < —1, detA=—-1} =TLT,
£ ={A e L£|A% < -1, detA=+1} = PTL}. (2.10)

The discrete transformations thus relate the connected components of £ to each
other. El is called the proper Lorentz group and is itself a Lie group.

Visualization of Lorentz boosts: Minkowski diagrams. A boost in 2! direc-
tion is given by (c = 1):

(‘r/)o = 7(”)(170 - U‘rl)v (x/)l = V(U)(xl - UZL’O), 5 (ZL',)2 = IL‘2, (ZE,)S - :Eg‘ (211)
This change of coordinates can be represented graphically in Minkowski diagrams
(see Fig. [2.1)).

2.2 Poincaré transformations

Definition: A Poincaré transformation 11 = (a, A) with a € M and A € £ is a map
M — M defined by
Iz =a+ Ax. (2.12)
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tan~!(v/c) .

.1 > L

<

Figure 2.1: Minkowski diagram

Remark. The set P of Poincaré transformations together with the composition
law

(al, Al)(ag, AQ) = (a1 + Alag, AlAg) (213)

is a 10-dimensional Lie group.

Transformation laws.

Definition: We call a map ¢ : M — R a scalar field if it transforms under Poincaré
transformation x — 2’ = as

¢(x) = ¢*(2') = ¢(x). (2.14)
A map ¢ : M — M is called a vector field if it transforms as
AF(z) — (A (') = A*, A (o). (2.15)
A covector field w : M — M* is defined by
(1) = W (a') = (A7) ). (216)

Finally, tensor fields are defined to transform according to the vector transformation
law for each vector (upper) index and the covector law for each covector (lower)
index.

Lie algebra of the Poincaré group.

Definition: 1. The Lie algebra < of an n-dimensional real matrix group G is
given by:
o ={X eC”":VteR:exp(tX) € G}, (2.17)

together with the commutator [-,-] : & x &/ — &7, [A, B] = AB — BA.

2. An element A € & is called a generator of of if the smallest subalgebra of <7
containing A is &7 itself.
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Generators of the Poincaré group. 7P is a 10-dimensional Lie group, so we can
introduce coordinates in R'° such that the identity element e corresponds to the
origin, and every other element in a neighborhood of e is characterized by

q=(a,w,p) € RY. (2.18)

Choosing a as the translation vector, w as the boost parameter and ¢ as the rotation
parameter, the coordinate lines ¢;(t) = (0, ...., ¢, ...., 0) (j-th place) are one-parameter
subgroups of the proper Poincaré group

Pl ={(a,A)eP:Ae L]} (2.19)
such that group multiplication is given by adding the parameters as in
qi(s) 0 q;(t) = ¢j(s +1). (2.20)

One obtains 10 one-parameter subgroups in this way. Their infinitesimal generators
A; are defined by

d
A= —q;(t 2.21
J dtqj( ) —o ( )
and denoted as follows:
—po = —Hjy generator of 2%-translations,
P1, P2, D3 generators of !, 2%, x3-translations,
—N;, —N,, —N3 generators of boosts in x!, 2%, z3-directions,
Ji, Jo, Js generators of rotations around the z!, 22, x3-axes.
Their Lie algebra is given by:
[pj; px] = 0 = [p;, Ho| = [J}, Ho),
[Nppk] = —d;,Ho, [Nijo] = Pj»
[0l = =22, €jkmPm (i el = =D, €jkmIms
[Nijk] :ngjkmjm [ijNk] = _ngjkmNm-

Note: The last three equations form the Lie algebra of the Lorentz group.

Index notation for generators. We can conveniently summarize the Poincaré
Lie algebra as follows. Let

M =N, j=1,2,3, M?=J;, MY=J, M»=] (2.22)
and define M"* = —M* pv =0,1,2,3. Then the Poincaré Lie algebra is given by:

[M,uwpa] = i(nuopu - n/Lapu)7 (223)
[plmpu] =0 (224)

and
[M;wa Mpcr] - _i(nupMua - nupM;w + nqupV - nVUMp/L)' (225)

Exponentiating the Lie algebra. We obtain the proper Poincaré group 731
through exponentiation as

Pl = {exp(ip,a*) exp(w,, M* /2) 1 a"RYp, wuy € R, Wy = —w,, Vi, v} (2.26)
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Example. The generator of boosts in z!-direction is given by:

01 00
1000
Ny = — 000 0 (2.27)
0000
Through exponentiation, we obtain:
B e (le)k B e (le)% e Nw 2k+1
exp(Nw) = Y = > 2] +Z 2+ 1] (2.28)
k=0 k=0 k=0
coshw —sinhw 0 0
—sinhw coshw 0 0
0 0 10 (2:29)
0 0 0 1
Identifying the parameter w ("rapidity") with
B =tanh™'(v), v<1 (2.30)

yields coshw = 7(v) and sinhw = vy(v). Thus we re-obtain the previous form of
Lorentz boosts.

Infinitesimal Poincaré transformations. By Taylor expanding ([2.26)), we ob-
tain the infinitesimal version of a Poincaré transformation as:

1
Az +a = (Il + éw,ﬂ,MW> r+a (2.31)

where now |w*”|, |a*| < 1 is assumed for all pw.

2.3 Invariance of wave equations

Consider a linear partial differential equation (oder possibly also pseudo-differential
equation, see later) of the form

D.y(x) =0 (2.32)

where D, is a differential operator and ¥ (z) comes from some vector space V', e.g.
V = C=(R* CF). k is the number of components of 1.

Definition: A representation of a group G on a vector space V' (the representation
space) over a field K is a map

p:G— GL(V), (2.33)
where GL(V) is the group of invertible linear maps V' — V, such that
(i) For the identity element e € G:

p(e) =1y (identity on V), (2.34)
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(ii)

p(9192) = p(91)p(92) Yo1,92 € G. (2.35)

In the case that V' is finite dimensional, we let n = dim V' and identify GL(V') with
GL(n,K), the group of n x n invertible matrices on the field K. In that case, we
call p a matrix representation.

If V' is a complex vector space equipped with a scalar product (-, -) then we call
the representation p unitary if all p(g) are unitary for all ¢ € G. (Similarly for
antiunitary.)

If V is a Hilbert space and G a topological group, then we call p a Hilbert space
representation if in addition to (i), (ii):

(iii) g, — ¢ in G implies for all Y € V: p(gn) — p(g)1 (strong continuity).

Two representations p, m on V' are said to be equivalent if there is an isomorphism
¢ 'V — V such that for all g € G:

¢poplg)od =m(g). (2.36)

Definition: Equation (2.32)) is called invariant under a matrix representation p of
a group G on the representation space C* if for every solution 1 of (2.32)) and every
g € GG also the transformed wave function

W(2') = p(g)v(z) (2.37)
is a solution of (2.32) in the variables 2’ = gz.

Remark. Invariance under a matrix representation is only a minimal requirement.
Often additional requirements are appropriate, such as the invariance under a uni-
tary representation. Furthermore, one often seeks a representation on a Hilbert
space instead of just a matrix representation. We shall discuss what kind of rep-
resentation one can obtain case-by-case for the individual wave equations we shall
study in the lecture.

2.4 Wish list for a relativistic wave equation

1. Linear partial differential equation

2. Invariant under a representation of the Poincare group

3. Implies a continuity equation for a 4-current j = (p,j)

4. j is future-pointing and time-like, i.e. j,j* > 0, 7° > 0,

5. j° reduces to |¢|? in a suitable non-relativistic limit (or j° = |1|* in general)

6. The equation has propagation speed < 1, meaning that the support of solutions
grows with at most the speed of light.



3. The Klein-Gordon equation

3.1 Derivation

Recall the quantization recipe for the Schrodinger equation. The idea was to take
the energy-momentum relation and to replace £ and p by operators. This recipe is
applicable to the relativistic case as well. The relativistic energy-momentum relation
reads

E = +/p2c® + m?ct. (3.1)

Using the quantization recipe £ — th0, and p — —ihAV leads to the so-called
Salpeter equation

ihdy)(t,x) = V—V2h2c2 + m2ct (t, x). (3.2)

This equation can be understood as a pseudo-differential equation for scalar wave
function ¢ : M — C which are also square integrable (L?) with respect to x. The
idea is to use the Fourier transformation to define what the operator /p?c? + m?2c*

means, namely (denoting the spatial Fourier transformation of ¢ with ):

Pk -
VV2R2e2 + m2cta(t, x) = / 2y e™*VK2h2c2 + m2cA(t, k). (3.3)

The Fourier transformation implies that has a non-local feature, meaning that
the evaluation v/ —V?2h2c? + m2ch)(t,x) in a point (¢,x) requires the knowledge of
¥(t, k) for all k € R3 (and thus of (¢, x) for all x). The Salpeter equation thus
does not treat space and time on an equal level: the time derivative occurs as an
ordinary partial derivative while the spatial derivatives occur as a pseudo-differential
operator. It is, however, still possible to prove the relativistic invariance using the
trivial representation of the (proper) Poincaré group p(a, A) = 1 ¥(a,\) € P, i.e.,
with the transformation rule

P'(2") = (). (3.4)

A major problem, though, is the fact that |¢)|* cannot be the O-component of a
current 4-vector that transforms in the right way. This is because then |1|* would
have to transform as the component of a vector while in fact it transforms as a scalar
field. (Note that this is a general point which does not depend on the particular
wave equation under discussion.) Nevertheless, one can show (Sheet 3, Exercise
1) that the integral P(t) = [ d*x [¢|*(¢,x) does not depend on time.

Apart from this, has an infinite propagation speed (not a propagation speed
of at most the speed of light), meaning that after a small time ¢ > a compactly sup-
ported wave function v (t,-) can have support all over space. For these reasons,

19
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one usually rejects the Salpeter equation as a relativistic quantum mechanical wave
equation.

An obvious way to avoid the pseudo-differential equation (3.2)) is to take the
square of the energy momentum relation,

E? = p*c® + m2ct (3.5)

and to only then apply the quantization recipe. This leads to the Klein-Gordon
(KG) equation:
— OIR*Y(t,x) = (=V2R* S + m2c)y(t, x). (3.6)

A more compact way of writing the equation is (after dividing by c*h?):

m2c?
(D + s ) P(t,x) =0 (3.7)
where 52
1
0= T A (3.8)

is the d’Alembertian (also called "wave operator").
In index notation, the KG equation can also be expressed as

m?2c?

(a“au = )w(t,x) ~0. (3.9)

From now on, we shall again set h =1 = c.

3.2 Physical properties
Relativistic invariance.

Theorem 3.2.1 The KG equation s invariant under the trivial representation of
the Poincaré group
p(g) =1Vg eP. (3.10)

The proof is an immediate consequence of Sheet 2, Exercise 1 where you will
show that 0,0" f transforms, for every scalar function f: M — C, as a scalar under
Lorentz transformations A : x — 2’ = Az, meaning that

DM (@) = 0,0" (). (3.11)

For a Poincaré transformation (a,A) : x — 2’ = Az +a, the transformation behavior
is the same as the operator 0, is invariant under translations. Moreover, the mass
term transforms by definition as

m?¢'(z') = m?p(z). (3.12)

Thus, the whole KG equation is Poincaré invariant.
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Plane wave solutions. We make the ansatz
p(x) = e~ hnr" (3.13)
where k° = E. Inserting into the KG equation yields
(—k* +m?)e *n™" = 0. (3.14)
Hence we obtain a plane-wave solution if the following dispersion relation holds:
P=m* & (k) (=F)=K+nm’ (3.15)

Let
w(k) = vk + m?. (3.16)

At this point, we see an important feature of the KG equation: For every k € R3,
both £ = +w(k) and F = —w(k) lead to a plane-wave solution. The meaning
of negative energies is unclear at this point. It is certainly something one it not
used to from classical physics or from non-relativistic QM where the Hamiltonian
is bounded from below so that one can make all energies positive by addition of
a constant. If this is not the case, one might for example worry that the system
could lower its energy indefinitely by emitting radiation (which does not happen
in nature). However, these are just worries which are based on an intuition comes
from equations different from the KG equation. We have to analyze the KG equation
deeper to see whether negative energies are really problematic.

For the moment, we note that for ¢,,¢_ € C(R3 C) N L*(R3,C) we obtain a
large class of solutions of the KG equation by (inverse) Fourier transformation as:

PR [ o .
w(l’) _ / (27T>3 (ezk-x—zw(k)w ¢+(k)+€zk-x—zw(k)x ¢_(k>> ) (317)

Conserved current. One can check (Sheet 3, Exercise 2) that for every dif-
ferentiable solution ¢ (z) of the KG equation the current

3 (x) = Im (¢ (2)0"¢" (x)) (3.18)

is conserved, meaning

9,5"(x) = 0. (3.19)

Furthermore, it follows from Sheet 2, Exercise 1 that j transforms under Poincaré
transformations as a vector field, i.e.

Jr) = A (@), (3.20)

However, there is a disturbing property of the density component

p(t,x) = j°(t,x) = Im ((t, x)0" (£, %)) , (3.21)
namely p(t,x) can become negative for certain wave functions v (¢,x). For
example, consider a plane wave solution with negative energy £ = —w(k) for some

k € R%:
?b(t,X) _ eik-eriw(k)t. (3.22)
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Then:

p(t,x) =Im (eik'x+iw(k)tate—ik-x—iw(k)t)
= Im (eik-x+iw(k)t<_z-w(k))efik.x,iw(k)t)

= —w(k) < 0. (3.23)

Note that we cannot remove this problem by changing the overall sign of j as then
a positive energy plane wave would lead to p(t,x) < 0. Thus p cannot play the
role of a probability density. The physical interpretation of the KG equation
is thus unclear. The source of the problem is the occurrence of both positive and
negative energies.

Restriction to positive energies. In view of the above situation, it looks like
a logical step to try to restrict oneself to positive energies. That means, we only
admit solutions of the form

V) = [ g e ). (3.24)

for some function ¢, € L*(R?®). Such a 9 (t,x) also solves the Salpeter equation.
We call the vector space of solutions of the form (3.24]) V.
The situation can then be summarized as follows.

1. The "total probability integral"

P(S) = [ doy(a) Im(v(@)0"s" (@) (3.25)

is, for every space-like hyperplane ¥ C M, positive and independent of X.
(This can be seen by first specializing to the case of ¥ = X, = {(¢t,x) € M :
t = const} and using (3.24). In a second step one can then employ the result of
Exercise 3, Sheet 2 to show that the result holds for all space-like hyperplanes
Y. — Sheet 3, Exercise 2.)

2. Nevertheless, j#(x) = Im(i(x)0"*(x)) can be space-like for certain wave
functions [T

3. The restriction to positive energies does not work anymore if one includes an
external potential in the KG equation. This would be done (according to the
quantization recipe) as:

(BintV)?=p*+m* — (=0, +V)"(t,x) = (=V*+m*)i(t,x). (3.26)
A potential can then cause transitions from positive to negative energies.

Overall, a probabilistic interpretation of the KG equation is thus problematic, and
we shall later look for a different wave equation. However, as the KG equation is still
used as a toy example (and also as an ingredient for some quantum field theories),
we shall now study its mathematical theory first.

!See R. Tumulka, J. Phys. A: Math. Gen. 35 (2002) 7961-7962, https://arxiv.org/abs/
quant-ph/0202140. — Sheet 3, Exercise 2.


https://arxiv.org/abs/quant-ph/0202140
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3.3 Solution theory

Green’s function method for the initial boundary value problem. We
follow Zauderei] For a bounded region G C R® and the time interval [0,7], we
would like to solve the boundary initial value problem

¢(07X) = f(X)7 x €G,
8%[)(0’}() = g(X)v x € G,
P(t,x) = B(t, x), x € 0G, t € [0,T]
(O+m*)Y(t,x) =0, xeqG, tel,T).

(3.27)

Here, f,g and B are given functions. We may (where necessary) assume them to
be smooth in order to avoid technical complications. Note that in we have
to prescribe 9;10, -) in addition to (0, ). This is because the KG equation is of
second order.

Here we consider a bounded region as an intermediary step. The result for
unbounded regions is obtained in a suitable limit. The exact form of the boundary
conditions then does not matter. Here we we chose Dirichlet boundary conditions.

The idea is to use an integral theorem for a cleverly chosen combination of
functions as well as for the spacetime region

R=G x1[0,T] (3.28)
for some T' > 0. The boundary of R has the form
OR = O0Ry UORy UO0Ry (3.29)

where ORy = {(t,x) € OR : t = 0}, ORy = {(t,x) € OR : t = T} and ORyx =
{(t,x) € OR : x € 0G}. The exterior unit normal vector n at R has the form
n=(—1,0) on ORy, n = (1,0) on ORy and n = (0,n,) on 0R.

We furthermore write the KG equation as

OXY(t,x) = —(—A +mY(t,x) = —Lap(t,x). (3.30)

Now we come to the integral identity. For arbitrary differentiable functions
u(t,x),w(t,x) we have,

Op(wo"u — ud*w) = (O,w)(0*u) + wlhu — (0,u)(0"w) — vDw = wOu — ubw
= wofu — wAu — wdu + uAw — wmu + um*w
= w(0*u + Lu) — u(0?w + Lw). (3.31)

Therefore we find, using the 4-dimensional divergence theorem applied to the vector
field wo*u — uo*w:

/ dt d*x [w((97u) + Lu) — u((07w) + Lw)] = / do n,(wo'u — udw). (3.32)
R OR

’E. Zauderer, Partial Differential Equations of Applied Mathematics, Wiley 2006, pp. 412
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Here we have:
/ do n,(wo'u — ud*w)
AR

:/ do (—wVu+uVw) -n+ / do (wou — udyw) — / do (wou — udyw).
ORx ORT ORo
(3.33)

The idea of the Green’s function method now is to choose a particular function w
such that u(7,y) can be determined from at a particular point (7,y) € R.
It turns out that w will then in general be a generalized function (distribution).
The following manipulations will therefore only be of formal nature, and we have to
check in the end whether we really obtain a sensible solution. We require:

OPw(t,x) + Lw(t,x) = 6(t — 7)6® (x — y). (3.34)
Then:
/Rd4x u(0}w + Lw) = /Rd4xu5(t —1)0¥(x —y) = u(r,y). (3.35)

For a solution u of the KG equation we have:
/ d*r w(0?u + Lu) = 0, (3.36)
R

so the Lh.s. of (3.32) reduces to u(7,y). We now work at simplifying the r.h.s.
Furthermore, we have:

ou ow
do (—wVu+uVw) n= / do (—w— + u—) . 3.37
/a\Rx ( ) ORx a’n/ an ( )

Thus, if we require

w(t, x)|yp. =0 (3.38)
then we find, using both the boundary conditions for w (= 0) and u (= B):
9, 0 0
/ do <—w—“ —i—u—w) :/ do B2~ (3.39)
ORyx on on ORx on
Here, g—z =n - Vw denotes the normal derivative of w (in the spatial directions).

In order to determine w completely, we expect that initial conditions for w and
w; must be prescribed for some ¢. As we want to utilize as best as possible,
we have to examine at which time it makes most sense to prescribe the initial
conditions. We want to do this in a way such that the r.h.s. of does not
contain any unkown functions. Considering the terms on the r.h.s. of , we
have two possible choices: t = 0 or t = T'. If we prescribe w and 0;w for ¢t = 0, then
the second term in still contains w(t,x) and dyu(tx) for t = T. However, if
we prescribe w and O;w for t =T as

w(T,) =0, du(T,")=0 (3.40)
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then the r.h.s. of (3.33) only contains the initial data and boundary values for w.
So this is a distinguished choice, and we shall make it. The function w defined by

the conditions (3.34)), (3.38)) and (3.40)) is called the Green’s function for the initial

boundary value problem, and it is denoted by
K(t,x;7,y) = w(t,x). (3.41)

Given a distribution which satisfies these conditions (it may not always exist), we
obtain the solution u(7,y) through the formula (3.33)) as:

0K
u(r,y) = / do(Kg— (0,K)f) — / do B— (3.42)
dRo ORx on
This useful formula gives a solution of the initial boundary value problem, provided
the integrals exist (and are of the desired regularity). We will prove this later.

Unbounded domains. We would like to consider the unbounded spatial domain
R3. We achieve this by considering R = B,(0) and letting r — oo in ([3.42)). This is
possible only if the integral

/ do (Kg— Kif) = / d’x (K(0,%;7,y)9(x) + (0.K)(0,x;7,y) f(x)) (3.43)
dRo r(0)

exists in the limit 7 — oo. The second integral in (3.42) can be made identically
zero by choosing B = 0. Then we have:

UUJ%:/kaﬂQXﬂywk%%@KﬂﬁxﬂYVkﬁ- (3.44)

Green’s function of the KG equation. It is quite some work to calculate
the Green’s function of the KG equation. A systematic way is to use the Fourier
transformation (taking into account the boundary conditions). Another way is to
make a suitable ansatz for K, e.g., that K is only a function of the spacetime
distance s?(¢,x;t',x’), and thereby reduce the problem to finding singular solutions
to an ODE. The result for K is:
16(0 —t—|x' —x
Kttty LW == =)

47 |x' — x|
L(my/ =17 — X —xPP)

V=17 = —xP

Here, J; is a Bessel function of the first kind. In general, we have for n € Ny:

(@) = i k'(_—l)k (g)%" (3.46)

- X —x))

- (3.45)

Note that
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defines a smooth function on R.
K can be written in terms of 4-vectors as:

K<I;$/) _ iﬂ@(x’o . JIO>5(<$/ - Z’)2> - ﬁe(x/o i 1’0)8((%’/ _ x)2) Jl(mM)

2 T (' — x)?

(
where 6 denotes the Heaviside step function.
The fact that K is a Green’s function of the KG equation can be checked through
elementary (but lengthy) calculations. You may know already that

Lo

48)

ot —t—|x —x'|)
Am|x! — x|

O

=5(t' —1)0¥(x' —x), (3.49)

which, in turn, follows from Aﬁ = —47md®) (x' — x). Furthermore, one can show
that

Ji(my/(t' —1)? — ¥’ — x]?)
V' —1)? =[x —x]

- D%@(t’ it x—x)

St —t — — 3 J t —1)2 — |x! — x]?
et oty T2 P)
Am|x’ — x| Ar V=1 = x = x?
(3.50)
To prove this, one uses (among other things) the identity

V=17 = —xP V=17 = —xP

From these identities it then follows that K is a Green’s function of the KG equation.
The fact that K satisfies the initial data K(T,x;7,y) = 0, O, K(T,x;7,y) = 0 is
easy to see, as 0(t' — T — |[x —X/|), 6(t' =T — |[x — x'|) and 0'(t' — T — |x — x'|) vanish
for t € (0,7).

On Sheet 4, Exercise 1 you will prove a related statement, namely what the
Green’s function of the 1+1 dimensional KG equation is.

The solution formula. Knowing the Green’s function, we can now use (3.44)) to
express the solution of the Cauchy problem

¥(0,x) = f(x), x € R?,
o (0,x) = g(x), x € R3, (3.52)
(O+m*)w(t,x) =0, xeR3 te[0,T].

in terms of the initial data. In (3.44), we can write

—/d3X (0, K)(0,x;7,y)f(x) = 6T/d3xK(O,x; 7,y) f(x) (3.53)

as K(t,x;7,y) depends only on the difference (¢t — 7,x — y). Thus, we obtain:



3.3. SOLUTION THEORY 27

s (10 —ly =) m T /7 Ty = xP)
= | dx| ———F——F9(x) — —0(t— |y —x X
/ ( 90 = 00 — by =) T L >>
0 [ (10G—ly=x),  m, K/ ly—xP)
o [ (M oA 00— 0 =y = x) e >>

(3.54)

We can simplify this result using spherical coordinates d®x = r2dr dQyx. The result
is:

T m Ji(my/T2 — |x]|?
u(r,y) = —/ deg(X+y)——/ d*x 1 L )Q(X+Y)
4 o, (0) AT JB.(0) VT 2—\X|2

0 /T 2
+ == L/ def(X—l—y)—E/ — ) f(x+y)
87— 47T 837—(0) 47T BT(O) A/ T |)(|2

(3.55)

Here, B,(0) C R3 is the ball with radius 7 around the origin.

An important fact about the formula is that it only contains integrations
of smooth functions over bounded regions. We shall use this fact to check that it
indeed yields a solution of the Cauchy problem of the KG equation.

Theorem 3.3.1 Let f € C3(R?) and g € C*(R®). Then the function u : M — C
defined by ([3.55)) lies in C*(R*) and it solves the Cauchy problem (3.52)).

Proof: C? property. u € C*(R) as it is defined by integrals involving only f, g and
the smooth function Ji(x)/x over bounded domains.

Initial data. To see what u(0,x) is, we take the limit 7 — 0 in (3.55). The two
integrals in the first line go to zero as the integrands are continuous functions and
as such have an upper bound, say on B;(0). Similarly, in the second line, the only
surviving term is

1

dQyx f(y +x) — f(x) for 7 — 0, (3.56)
4 JaB, (o)

as it should be. For 0,u(0,x), only the first term in (3.55) contributes, namely:

-
47
1

AT Jop, )

1
0, / dQ% g(y +x / A0y g(y + %) + 8, d’ng(y +m
5.0 ( )= . ( )+ - o ( )

dx g(y+x)—|——/ d’n n-Vg(y + mn)
am [n|=1 ~

~~
bounded
T—0

— g(y)+0. (3.57)
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So the initial conditions are satisfied.
Solution of the KG equation. Our strategy will be as follows: We first show that the
terms without mass, i.e.

T o T
ury) = [ dgbry) gl [ dafxey) @09
T JoB,(0) N T 2T J5B,(0)
::ugg) (1y) ::ugf)(T,y)

satisfy the wave equation 9?uy(7,y) = Auy(7,y). Then we show that the terms
with mass, i.e.

m P Ji(my/7T% — |x?) . a m P Ji(my/7T%2 — |x|?)

U(T,Y) = ——— +y) 75— X+
2( y) A B.(0) \/7'2—7‘)(’2 g( y) 87_ A B.(0) \/m f( y)
:Zu(29>(T,y) ::uéf)(T,y)
(3.59)
satisfy
(83 - A)UQ(Ta Y) = —m’ (ul (7-7 Y) + u2(T7 Y)) : (360)

This implies that u = u; 4+ uy solves the KG equation.

We start with 0?uy(7,y) = Auy(7,y). As f and g can be chosen independently
(and in particular one equal to zero), we treat the terms involving them separately.
We have:

9 (9)

1 T 0
— - dQ, i d2
57U (1,y) e /GBT(O) g(X+Y)+47TaT /n:1| ng(tn+y)

1

AT Jog.(0)

1 1
= — dQx g(x+y) + —/ d*x Ag(x +y) (3.61)
4m Jop.(0) ArT J B, (0)

A g(x +y) + %/ d’nn-Vg(rn+y)
in=1]

Here, we have used the divergence theorem for the transition to the last line. Thus,

62
ﬁugg)(ﬂ y)
1 1 0
= — d’nn - Vg(TIl + y) — 3 / d3x Ag(x + y) + —a— d*x Ag(x + y)
47 In=1| At B, (0) 4T OT B, (0)
1 1 0
= d*x A — d*x A — = d*x A
g /7(0) XAg(x+y) = /BT(O) X Ag(x+y) + o o g(x+y)
1 0
=——— d*x A : 3.62
47TT 87' LT(O) x g(x_'_y) ( )
On the other hand,
1
Aul? :i/ A0, A :—/ do, A
ut (1,y) = o~ 5.0 gx+y) = — 5.0 ox Ag(x +y)
1 0
dP*x Ag(x +y). (3.63)

=G or Jp)
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Here we have used the identity

0 d*x h(x) = / dox h(x). (3.64)
87 B, (0) 9B, (0)
Thus, the g-part of u; solves the wave equation. For the f-part one can proceed
analogously as we can interchange 92 and A with the overall 0,-derivative, and as
the term otherwise has exactly the same form as the g-term. We have obtained the
result that u; indeed solves the wave equation.

Next, we turn to the proof of the identity (3.60), Ous = —m?(u; +us). We again
treat the parts of us involving f and g separately. We start with the g-part. The
result for the f-part can then be obtained analogously. We have:

8 72—t2
5 (g)(T y) 47r87/ dtt2/d2 )g(tn—l—y)
J 2_t2
_om /dg (1m7't2 ) g(tn +y)
NZ=yr e
_;:/2

/ dttQ/d2 (‘]1 m Tj;t2))g(tn+y). (3.65)

Taking another 7-derivative yields:

2. (9) o m*r
Oruy (1,y) = — —— dx g(x+y) (3.66)
AT JaB.(0)
m27? / dg
— A X+y 3.67
oo Lo ey (3.67)
mr? / (Jl(m T2 — t2))
- — dQy O- g(x+y) 3.68
4 Jap.(0) VT2 =12 )y A ( (368)
:7;137'/8
m Ji(mvT? — x2)
- d3xa2( ! ) X+y). 3.69
i Jp 7 ) 9x+Y) (3.69)

This is to be compared with

Ji(my/72 —x2)

2

A (ry) == | d

4:7T B-r (0) T

Ag(x+y). (3.70)

—x2

To bring this closer to the terms we obtained for 8$ugg)(7‘, y), we make use of the
second Green’s identity

/Vd3x¢A¢:/Vd3x¢A¢+/ (qs L gz) (3.71)
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This yields:

T 2
—m/ d*x S(my7? - x )Ag(x+y)
B, (0)

4 T2 —x2
m Ji(my/12 — x2))
= —— d®x Ay ( X + 3.72
=) A ) Ix+ty) (3.72)
J 2 2
- do VT = X) G alx+y) (3.73)
4T Jap, (o) T2 — X2
J 2 _ 2
+ dan-vx( (myr —x >>9(X+}’). (3.74)
A Jag, o) 72 — X2

Next, we find that (3.73)) agrees with (3.67) because on 9B, (0), we have x* = 72

and
Jimyv12—x%x2) m

lim =—. (3.75)

|x|—T T2 — %2 2

Similarly, (3.74) agrees with (3.68) on 0B,(0), n = x/|x| and

J 2 2 3
lim X g, VT o xE) T (3.76)

X272 |X]| T2 —x2 8

as one finds after a short calculation with Bessel functions (e.g. using the defining

power series).
Thus:

(0% — Ay) = v (1, y) = (-66) + (3.67) — B.72)

meT m Ji(mv/ 12 — x2
:_—/ deg(x+y)——/ d?’x(af—Ax)( 1 — ))g(x—l—y).
A Jas. (o) AT J 5, (0) T2 - X

(3.77)

Now, we have (as one can show after some calculations with Bessel functions):

(az—Ax)<J1(m 72_X2))=—m2(°71(m TQ_XQ)), 2>x2 (3.78)

T2 — %2 T2 %2

Identifying also u\”(7,y) = —= faB,(o) d g(x +y), the conclusion is that

(02 = Ay)uf? = —m?(u)? + u?). (3.79)

Hence, together with the previous result (9% — Ay)ugg) = 0, we obtain that u(®) =

) 4 ugg) satisfies the KG equation. The same procedure can be used to show that

ulf) = ugf) + uéf) solves the KG equation as well. Thus u = 19 4 u(f) is indeed a

solution of the KG equation. O

(g
Uy

Uniqueness of the solution. Next, we show that the solution formula (3.55)
yields the only solution of the Cauchy problem (3.27)). To this end, we use the
method of energy integrals (see e.g. Zauderer pp. 398).
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Theorem 3.3.2 Let uy,uy € C?([0,T] xR?) be two solutions of the Cauchy problem
(3.52) with w;(t,-), 0ui(t, ), 0,0,u;(t, ) € L*(R?) fori =1,2, u,v =0,1,2,3 and
allt € [0,T]. Then: uy = us.

Proof: Consider the "energy integral"

1 )
E@p:E/d&U@m%va%Hﬁmﬂ. (3.80)

We will show that <L E(t) = 0 for every solution u of the KG equation with the same
requirements as for uj, us in the theorem. Furthermore, we have F(t) > 0Vt and
E(t) =0 = u(t,-) = 0. Thus, if u(0,-) = 0 then it follows that u(¢,-) = 0V¢. For
u = uj — Uy, we indeed have u(0,-) = 0, as u; and uy satisfy the same initial data.
Thus, u1(t,-) = us(t, )Vt € [0, T follows.

We turn to the proof of £E(t) = 0. We have:

%E(t) = %/d3x [(Ou*)0fu + (VOu*) - Vu+ m? (O )u] + c.c., (3.81)

where "c.c" denotes the complex conjugate of all the terms before. We would like
to bring this into a form where we can use that u satisfies the KG equation. To this
end, we need to rewrite the middle term. We have:

V- [0 )Vu| = (Vou™) - Vu + dwu™ Au. (3.82)
Hence (note that we need the integrability properties here):

%E(t) = %/d?’x (Ou*) (0Pu — Au + mPu) + %/dng (O™ )Vu] + c.c. (3.83)

Now we use that u is a solution of the KG equation, so the first integral vanishes.
We are left with

d 1

2 Bt) = lim - ExV - (B <.
pn (t) lim o) x V- [(Ou*)Vu] + c.c
1
= lim = don - [(Ou*)Vu] + c.c.
r—oo 2 9B,(0)
=0, (3.84)
as O u(t, ) € L*(R?) Vu. O

Remark. F can be written as the spatial integral over the 00-component of the
energy-momentum tensor of the KG equation:

T () = % {(89(2))" (0" () + (9"9p(2))*(0"P(x)) — " [(Dph(2))" (8¢ (2)) — m?|v ()] } -
(3.85)

Then T" is real-valued and we have T" = T"*. Moreover, one can check (Sheet
5, Exercise 4) that the KG equation implies

9,T" =0 Vv =0,1,2,3. (3.86)
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Hence the integrals
Pr(%) = / do(z) n,(z)T" (z) (3.87)
b

are independent of the choice of the space-like hyperplane ¥. This is another way of
seeing that E(t) = PY(X;) does not depend on time. Note also that E cannot play
the role of total probability, as it transforms as the component of a vector under
Lorentz transformations.

Finite propagation speed.

Definition: We say that the KG equation has finite propagation speed if for all
initial data f € C3(R®), ¢ € C?*(R®) which are compactly supported in a ball
B,.(0) with radius r > 0, also the solution u(t,-) and its first derivative J,u(t,-) are
compactly supported in a ball of radius r + |¢|.

Corollary 3.3.3 The KG equation has finite propagation speed.

Proof: This can be read off from the solution formula (3.55) (using that it gives
the unique solution of the Cauchy problem (3.52)). The detailed proof will be an
exercise (Sheet 5, Exercise 1). O



4. The Dirac equation

4.1 Derivation

This section largely follows Schweber|

The main problem of the Klein-Gordon equation is that the density component
of the current can become negative. One can see the reason for this behavior in
the fact that the current ji, = Im()0"1)*) contains derivatives. This, in turn, is a
consequence of the fact that the KG equation is of second order.

Therefore, Dirac’s idea (1928) was that a relativistic quantum mechanical equa-
tion should be of first order, both in time and space derivatives. (The latter is
unusual, as the Schrédinger equation contains second order spatial derivatives.) He
wrote down the general form of a linear equation which involves v as well as its time
and space derivatives. At the same time, he admitted that

U

wf (4.1)
Vi

could have K complex-valued components. He arrived at the following general form

of the equation (constants have been inserted with hindsight):

> oY ime

4+ ) =+ —pY =0. 4.2
c ot = ox7 h Py (42)

This is the general form of the Dirac equation. Here, o', o? o® and 3 are constant

complex K x K matrices. (Their constancy is required to obtain Poincaré invari-

ance.) We still need to determine their possible form (and size K'). Dirac did this

by imposing the following requirements (compare with our wish list):

1. Eq. (4.2) should imply that there is a spatial current j such that p = ¢ =
21]; |41]? and j satisfy the continuity equation. Then p could play the role of
a probability density.

2. Each component of 1) should satisfy the KG equation, as it implies the desired
energy-momentum relation p?> = m?c?. (This should come out in some way in
semi-classical situations, e.g. in scattering theory, and having it hold strictly
for plane waves will ensure this.)

1S. Schweber: An Introduction to Relativistic Quantum Field Theory. Row Peterson and
Company, 1961, Chap. 4

33
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So let us see what these requirements lead to. In order to calculate 9,p = 9T,
it is useful to note down the Hermitian conjugate (complex conjugate and transpose)

of ({4.2).
18W &w mc
oo T2 @) -

j_

Taking the time derivative of p = 1! then leads to:

— w1 =0. (4.3)

3

tawtu == (Gh @ e 0L ) - Mg - ).
2

We would like to write this as the divergence of something. That means, every term
on the right hand side must contain a spatial derivative. Thus, the last term must
vanish. This leads to the condition

st =5, (4.5)
i.e., f must be a Hermitian matrix. Then the remaining terms
— i (i DUTES Wozja—w) (4.6)
— \ 02/ oxJ

can be written as the divergence

3

=Y 9(wlaly) (4.7)

J=1

if we also have A A
() =d!, j=1,2,3. (4.8)

Thus, we obtain the conserved 4-current

j= @, cpfan) (4.9)

where a = (o, a?, ) is the 3-vector of a-matrices.
Now we have see what the second requirement amounts to. To this end, we let
the operator

3
190 ji_ﬂﬁ (4.10)
c ot = oxl

act on (4.2). The idea behind this is to get second order derivatives into the equation

which can then be compared with the KG equation. It is also somewhat analogous

to decomposing a second order differential operator into a product of first order

differential operators, such as the wave operator for 1+1 dimensions: 07 — 9% =

(Op — 0:)(0; + 0,). Here we get

1 0% 1 Pk kg P o mP¢ L, ime i i i\ O
T > (@’ +aa )(%J'é?xk_ 2 PVt > (&?B+Ba )%- (4.11)

J,k=1 j=1
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In the first term of the r.h.s., we have used the symmetric rewriting Zj oy 2 i

) O3 dzk
3 1.9~k k. j\_ 0% ; ; : 2
> ik z(@?a” + atad) 55 which is possible for every ¢ € C*.

At this point, we can clearly see which conditions requirement 2 implies. The
r.hs. of (L11) reduces to V2¢— "y for all ¢ € C? if and only if for all j, k = 1,2, 3:
Hadak + okad) = §7%1
kB + Bak =0 (4.12)
(@) =1 =5

Here, §7% is the Kronecker delta.

Concrete realizations of the o« and 3 matrices. We know already that o/, j =
1,2,3 and § must be Hermitian. The next question is what their size K can be.

Lemma 4.1.1 implies that the size K of the o, -matrices must be even.
Proof: We write the second equation of as
Bad = —a/B = (—1)a’B (4.13)
Taking the determinant yields:
det fdet of = (—1)% det o/ det 3, (4.14)
as det(—1) = (=1)X. Thus, (—1)% = 1 which implies that K is even. O

We know already that the minimum dimension of the «, S-matrices is 2 x 2. Fur-
thermore, we have:

Lemma 4.1.2 A
tro/ =0=trg3, j=1,2,3. (4.15)

Proof: Since  is Hermitian, we can diagonalize it. We choose a basis for which

f = diag(by, ..., bx). (4.16)

Then, from 82 = 1, we can conclude b; = +1, i = 1,..., K. Moreover, from 3% =
I = (a?)?, each of these matrices is invertible. We can thus rewrite Sa/ = —a’f3 as
() 1Ba’ = —8. (4.17)

Now we take the trace of this equation and use the property tr (AB) = tr (BA).
This yields:

tr[(a) 1Bl =tr (—=B) & trldd(ad)'fl=—trf & trf=—trp3, (4.18)

and hence tr 3 = 0. As o’ is also Hermitian and (a’)? = 1 one can similarly show
tra/ =0, =1,2,3. 0

Lemma 4.1.3 The minimum size of the «, f-matrices such that (4.12)) can be sat-
wsfied is K = 4.
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Proof: We first show that K = 2 (which is the lowest even natural number) is not
compatible with the properties (4.12)). To this end, note that o/, 7 =1,2,3 and 3
all have to be linearly independent. If this were not the case then one could write

3
B=> cal, ¢;€C, j=1,23. (4.19)

Jj=1

Multiplying this equation with o from the right for some [ € {1,2,3} yields:

3
Bal = ¢(al)? + Z c;alal. (4.20)
=151
On the other hand, as Ba! = —a!$3, we find:
3

Bal = —¢(a!)? - Z c;alal. (4.21)
=1l
Comparing the two expressions and using o!a/ = —a/a! as well as (!)? = 1 yields:

¢ = 0. Repeating the argument for all [ = 1,2, 3 yields § = 0 in contradiction with
% = 1. So all the matrices o/, 3 must be linearly independent. However, it is a
well-known fact that there are only three linearly independent anti-commuting 2 x 2
matrices. So K > 2.

The next greatest even number is K = 4. Indeed, for K = 4, it is possible to
find Hermitian matrices o/, 8 which satisfy all the requirements (4.12)). Let

d (1) e (V) e (D)

denote the Pauli matrices. Then one can easily check (Sheet 6, Exercise 1) that

1 0 ; 0 o’
52( 0 —12)’ Oﬂ:(w’ 0 ) (4.23)
are Hermitian and satisfy (4.12]). O

Remarks.

e In lower spacetime dimensions, such as d = 1,2, one needs fewer a-matrices
(only d) and then it becomes possible to find 2 x 2 representations of the
algebraic relations (4.12). — Sheet 6, Exercise 1.

e It is possible to find representations of the relations for all K = 4n,
n € N (see e.g. Schweber p. 71) but these representations are reducible to the
4 x 4 representations. (That means, they can be brought into a block diagonal
form with the 4 x 4 matrices on the diagonal.)

One should note that the matrices 3, o’ are not unique. There are many different
representations which are, however, equivalent in the following sense.

Lemma 4.1.4 Let 5,07 as well as E, &l (5 =1,2,3) be two sets of K x K matrices
satisfying (4.12). Then there is an invertible matriz S such that

B=2S888"" & =Sa/s7t, j=1,23. (4.24)
The proof can, e.g., be found in Schweber p. 72.
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4.2 Relativistic invariance of the Dirac equation

Invariant form and y-matrices. Eq. is not written in a manifestly Lorentz
invariant form because of the splitting between time and spatial derivatives. More-
over, the term with the time derivatives does not contain any matrices in front. We
shall now rewrite in a form where Lorentz invariance is easier to see. We begin
with multiplying with i3 from the left. This yields (using 3% = 1):

zﬁ———i—zZB ]___ =0. (4.25)

Now we introduce a new set of matrices v, p = 0,1,2,3 (which is equivalent to
specifying 8 and o/, j =1,2,3):

V=8 4 =pa, j=1,2,3. (4.26)
Explicitly, the previous representation of the «, S-matrices leads to:
I, 0 , 0 o .
0 _ 2 J — ) =
Y= ( 0 _12 ) ) 7= ( —ogJ 0 ) y J 17273' (427)

Using summation convention and setting ¢ = 1 = A, (4.25)) can be rewritten very
concisely as:

(iv*0, — m)y(z) = 0. (4.28)
This will be the form of the Dirac equation we shall be using most in this class.

To rewrite the 4-current j = (YT, epTaap) in terms of y-matrices, we introduce
the Dirac conjugate 1 of 1):

¥ =iy’ (4.29)
Then noting that (%) = 5% = 1, we have:
"=y, (4.30)

The anti-commutation relation of the «, S-matrices (4.12) translate to the fol-
lowing anti-commutation relations for the y-matrices:

YA 4yt =2 L (4.31)

These relations are called Clifford algebra relations.You should always try to reduce
all calculations with y-matrices to these relations. This is much simpler than the
explicit matrix representation above. In fact, one can almost forget that the ~*
are matrices. Here is a demonstration. We show again that every component of
the Dirac equation satisfies the KG equation. We act on (4.28) with the operator
— (7”0, + m). This leads to:

— (iv"0, + m)(iv*0, —m)yp =0

(Y"4% 8,0, + iv'm — iv"m +m*)p = 0

3OV +9"9")0.0, + m*) = 0

(0" 9,0, +m*)h =0

(0,0 +m*)h = 0. (4.32)

te ¢
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This is the KG equation (satisfied by each component of ).
It is, moreover, useful to note the following relations for the Hermitian conjugate
of *:
(=1 ()=, =123 (4.33)
The first relation results from (7°)" = 8 = 8 and the second from (19)" = (Bad)" =
(@)1 =/ = —fa? = —9. One can avoid the case differentiation in by
rewriting equivalently as

(v) = 79" (4.34)

Remark. The relation of Eq. (4.31)) to the theory of Clifford algebras can be seen
as follows.

Definition: (i) Let V' be an n-dimensional vector space (n € N) over a field K
and @ : V — K be a quadratic form on V. Then the Clifford algebra CI(V, Q)
is defined as the algebra over K which is generated by V' and the unit element
1¢;, and whose multiplication relation satisfies

vev=—-QW)lg YveV. (4.35)

(ii) Let now V =R" K =R and p,q € Ny such that p + ¢ = n. For 2z € R", we
then let

Q) =~ =~ @ P (430
and denote the real Clifford algebra C1(R™, Q) (according to (i)) by Cl(p, ¢, R).

Why does Eq. (4.31)) relate to the definition of a Clifford algebra? To see this,
we define, for all x € R*:

Y(x) = Yu'. (4.37)
Furthermore, we let
Q(z) = —atz, = —(2")" + ()" + ()" + (2")". (4.38)
Then C1(1,3,R) is given by the set
CIl(1,3,R) = {y(z) : x € R*} (4.39)

together with the addition and multiplication of matrices as the algebra relations.
The Clifford algebra relation (4.35)) is then equivalent to:

v(x) - y(z) = 22" 1 Vo € R?
1
& (Y ") = 2u ™1 Ve € R*
& Y =21 (4.40)

This is exactly Eq. (4.31).
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Transformation law for the Dirac equation. We already know from the dis-
cussion of the Salpeter equation that p = |1|? (and, for that matter, also p = 1))
will transform as a scalar if 1 transforms as a scalar. So in order for j# = (YT, 1hy71))
to transform as a vector, we need a different transformation law for ¢). The vector
structure of the wave function in the Dirac equation gives us the flexibility to imple-
ment more general transformation laws. We shall try to use following transformation
law under Poincaré transformations (a, A):

V(@) = S[Al(z) & ¢'(2) = S[AWAT ("~ a)), (4.41)

where S[A] is an invertible complex 4 x 4 matrix determined by A. (We shall say
more about its exact definition and its relation to a representation of the Poincaré
group later.)

We now determine the conditions for S[A] such that the Dirac equation is in-
variant under Poincaré transformations and the law (£.41). That means, if ¢ (z)
satisfies (i, —m)y(z) = 0, we want that ¢'(z') satisfies (i*9, — m)y'(z') = 0.

We start with the Dirac equation for ¢(z). Then we use to express ¥(z)
in terms of ¢’'(z'), i.e.:

(ir"d, — m)S[A] "' (2') = 0 (4.42)

Now we have the following transformation rule for the derivatives:

0 az' 0

Dt~ Dt B A, 0. (4.43)
Using this in yields:
(i7" A",, 0, — m)SIA] 1/ () = 0. (4.44)
We now multiply with S[A].This yields:
(iS[AJy"S[A]T'AY,, 9, — m)y/ (2') = 0. (4.45)
From this expression we read off that we need
SIAJy*AY ,S[A] 7 =¥ (4.46)
or, equivalently
SIA] 'Y S[A] = AV A4 (4.47)

This will be the main requirement for the matrices S[A].

Construction of the matrices S[A].
Lemma 4.2.1 Let A € L. Then:
(a) There exists a complex 4 x 4 matriz S[A] such that (4.47) holds.

(b) Let S1[A] and Sy[A] be two complex 4 x 4 matrices satisfying (4.47). Then
there is a ¢ € C\{0} such that Sa[A] = ¢ Si[A].
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Proof: (a) Let 'V = A”,»", v = 0,1,2,3. Then it is easy to verify using ([4.47)
that we have:

YEA Ay =2 1 (4.48)
We now know from before that then there exists an invertible matrix S such that

STIyrS =~ Yy,

(b) We then have: Sj[A]7!4#Si[A] = A",y = So[A]719#S,[A]. Multiplying this
relation with Sy[A] from the left and S;[A]™! from the right yields:

So[A]S1[A]7I# = 7 S[A]Si [A] 7 Vp. (4.49)

Thus, the matrix Sy[A]S;[A]™! commutes with all y-matrices and is therefore (as
a basis of C*** can be constructed from products of y-matrices, see e.g. Schweber
p. 71) proportional to the identity matrix, i.e. there is a ¢ € C\{0} such that
So[A]Si[A]7! = ¢ 1. This is yields the claim. O

Next, we determine the Hermitian conjugate of S[A]. Among other things, we
need this to determine ¢ = /T~

Lemma 4.2.2 Let A € L1 and let S[A] be a complex 4 x 4 matriz which satisfies
(4.47). Furthermore, choose a normalization such that det S|A] = 1. Then:

SIA]t = A°SA] 1. (4.50)

Proof: In the proof we abbreviate S[A] =: S. We first show that there is a number
b € R such that ST7? = by°S~!. To this end, we take the Hermitian conjugate of
(4.47) and multiply with 4 from both sides. This yields:

PN ()T = 20(5 71y 8) 10 (4.51)
Now we use the identity (7#)! = 4%9#4°. This yields:
Aot = (1081 (08T 0) 7, (4.52)

where we also used (7°)™! = ~°. Now we identify the left hand side with S™'4*S.
This yields:

S719"S = (1°8" )" (08T
& 77 (857°5M°) = (57°ST). (4.53)

So we have found that S7°STy° commutes with all the gamma matrices. Hence it
is proportional to the identity, i.e., there is a b € C\{0} such that

S~°ST0 = b1. (4.54)

This is equivalent to
S0ST = by, (4.55)

Now the left hand side is Hermitian by its very form and (7°)" = 4%, Thus we must
also have b € R.
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Next, we show that b = 1. We take the determinant of (4.54) and use det S = 1.
This yields: b* = 1, hence b € {—1,+1}. To show that b = +1, we STS using that

ST = 5057140 (4.56)
by virtue of (4.55).

S1S = by"S57 1408
=byON°, " = b (A% 1+ A%y%) . (4.57)

Now we take the trace using that tr (7°97) = tra/ = 0 and obtain:
tr (STS) = 4bA%,. (4.58)

Next, note that the matrix STS is Hermitian and positive definite by its very form (it
is non-negative as S is invertible). Thus, all of its eigenvalues are real and positive.
Hence tr (STS) > 0. As we also have A% > 0 for A € L', it follows that b > 0, so
b= +1. Then yields the claim. 0

Next, we construct the possible matrices S[A] explicitly for A € Ei.

Theorem 4.2.3 Let A € El. Let M*" = —M"", p,v =0,1,2,3 be the generators
of the Lorentz Lie algebra, i.e. the 4 X 4 matrices with elements

(MH*)P7 =Py — nFn™ (4.59)
and wy,, = —w,, be those real number such that A = exp(w,,M" /2) (see Eq.
(2.26) ). Then a matriz satisfying Eq. (4.47) is given by:

S[A] = exp(w,S* /2). (4.60)
where )
SH = 1[7“,7”], w,v=0,1,2 3. (4.61)

Proof: We show the claim for an infinitesimal Lorentz transformation
1
A=1+ §wWM“”, (4.62)

where w,,, are infinitesimally small parameters. The statement for a finite Lorentz
transformation can then be obtained by exponentiation.
Up to first order in the parameters w,,, we then have:

1
A, =08 + Ewpa(Mp")“V (4.63)
as well as )
SIAl =1+ EwpgS”U. (4.64)

Furthermore, (4.47) amounts to:

(1 = §WpoSP )Y (1 + JwasS™) = (0} + w0 (MP7)", )" (4.65)
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Up to first order in w,,,, this is equivalent to:
’7M - %wpUSpU’YM + %’Vtwpaspa = 7“ + %wpU(MpU)MV’YV
& [y, S = (M7 A (4.66)
In order to prove this matrix equation, we first note that according to (4.59)
(M), = "85 — s, (467)
so that
(MP7) A =Py — 7y, (4.68)
Next, note that S?? =0 for p = 0 and S*?7 = %7%". This can be summarized as
SP7 = 24Py — 7 1. (4.69)
Using this identity, we obtain:
[v#, 877 = Py — Py A
= 3" "1 = 3 = 3 M 4 3
= """ =07y (4.70)

Comparing this with (4.68)), we indeed obtain the same result (note nt” = nP*).
Thus (4.66)) is indeed satisfied and the claim follows. O

Ambiguity of the matrices S[A]. We now ask if the matrices S[A] are deter-
mined uniquely by A € L. To this end, consider the matrix S[A] for a rotation
A = R;() around the z' axis by an angle 6, i.e.

Ry = exp(0M?®). (4.71)

We then have according to (4.60): (w23 = —wsz = 0 and all other coefficients
Wy = 0):

S[Ri] = exp(05%) = exp(§(+*7" = 7v°7%)) = exp(5777°). (4.72)

Now, in our representation,

_ 551 0
V2R = ( ga ) : (4.73)

—iot
Thus, considering (o!)% = 1, and (¢!)?*~! = ¢! for k € N, we find:

S[R,(6)] = g W ( (ag)k (a?)k )
— cos(%) 1, — isin() ( ‘61 fl > . (4.74)

Therefore, we arrive at the surprising fact that

SR, (0 + 27)] = —S[R,(0)]. (4.75)
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As Ry (0 + 2m) = Ry(6), this means that there are two matrices S[R; ()], differing
in their sign. This is the case for every rotation.

For boosts, this phenomenon does not occur. For example, for a boost A in
x!-direction and with boost parameter w, we have:

S[A] = exp(§7°). (4.76)
Noting (7°91)? = (a')? = 1,4, we obtain:
S[A] = cosh(¥)1, + o' sinh(%). (4.77)

This is in injective function of w. Thus, there is only one matrix S[A] for the boost

A.

Relation of the transformation law to representations of the Poincaré
group. The fact that there may be an ambiguity in sign of the matrices S[A]
means that the map p : £ — C>% A+ S[A] is not a representation in the usual
sense. However, it is still related to a different kind of representation. One should
realize that the phase of a Dirac wave function v is physically irrelevant, as all
physical properties are based on bilinear quantities such as the current j* = 1)y
which do not depend on this phase. One therefore often identifies wave function
differing only by a phase (or, in fact, even by normalization):

b e INEC\{0) Y =\ (4.78)

The space of such equivalence classes of wave functions (the initial space for example
being the Hilbert space L?(R3,C%)) is a projective space. Then an ambiguity of
phases in the representation does not matter, and the matrices S[A] define a so-
called projective representation of the (proper) Lorentz group on that space. See
the book by Thaller for extensive details ]

Transformation laws of quantities involving 1,1 and ~-matrices. As a
consequence of the transformation behavior (4.47), one readily obtains the following
theorem (— Sheet 7, Exercise 1).

Theorem 4.2.4 Let ¢ : R* — C* transform under Poincaré transformations (a, \)
as in (4.41) with S[A] given by any of the two possible matrices. Then

S(z) = d(@)(z), j"(2) =), T"(2) = b)), ete (4.79)
transform as
S'(z)y = S(x), () =A5" (), T™(2')=A NT(x), etc. (4.80)

In particular, this means that j transforms in the right way under (proper) Lorentz
transformations. Note that the possible ambiguity in the sign of the matrices S[A]
does not affect the above transformation behavior as S[A] occurs both in v and ),
and a possible phase thus cancels.

’B. Thaller: The Dirac Equation, Springer 1992, Chap. 2.
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4.3 Discrete Transformations.

In order to obtain the transformation behavior under the full Lorentz group, we
need to know how v transforms under space and time reflections. We shall be brief
here and only state the transformation behavior without giving a derivation.

Space-reflection (parity). For a space reflection P : z = (t,x) — 2/ = (¢, —x),
we postulate the transformation behavior

V' (@') =7 P(x) (4.81)

or equivalently
w,(ta X) = 70¢(t’ _X)' (482)

Now it follows that 1)’(2’) satisfies the Dirac equation in the primed variables if ¢ (x)
solves the Dirac equation in the unprimed variables — Sheet 8, Exercise 1.

/

Time-reflection. For a time reflection T : = = (¢,x) — 2/ = (—¢,x) we postulate

the transformation behavior
Y'(2") = By (x) (4.83)
or equivalently

V' (t,x) = BY*(—t,x), (4.84)

where (-)* denotes complex conjugation and B is an invertible complex 4 x 4 matrix
which needs to satisfy

B(", =B~ = (7", ). (4.85)
We may take
B =%, (4.86)

for which B~! = —B.
One can then show that the Dirac equation for ¢(x) implies the Dirac equation
for ¢/(z') — Sheet 8, Exercise 1.

Transformation behavior of bilinear quantities involving ¢, ) under P, T:

Theorem 4.3.1 Under P, as well as under T we have (6 =1 if p =0 and 0 else):

!/

P () (@) = Pla)e(z)
U (' (@) = (1) P(x)ye(z)
P (@ )y (@) = (1) () (). (4.87)

The proof of the second equality will be carried out on Sheet 8, Exercise 1. The
other ones follow similarly.
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Charge conjugation. There is a further symmetry of the Dirac equation which
we list here for completeness. It is, however, not a Poincaré transformation. We
define a charge-conjugated wave function by

V'(2) = C(x)" (4.88)

where (-)7 denotes the transpose and C' is an invertible complex 4 x 4 matrix which
satisfies

Cy"T'Cc™'=—4" 1=0,1,2,3. (4.89)

One can, for example, use
C = iy'% (4.90)

Then it can be shown that ¢'(z) satisfies the Dirac equation if ¢ (x) does. However,
as we shall come to now, one can show more, which also explains the name "charge
conjugation”.

Charge conjugation and the Dirac equation with an external field Assume
a Dirac particle (electron) with charge —e is placed in an external electromagnetic
field described by a vector potential A,(x). Such a field gets implemented in the
Dirac equation via minimal coupling, i.e. by replacing

10, — 10, — eA,(x). (4.91)
In this way, one obtains the Dirac equation with an external electromagnetic field:
hﬂu(iau - eAlt(x)) - m]¢($) =0. (492)

As a side remark, note that for a pure Coulomb field, A,(z) = (¢/|x/,0,0,0), this
equation is explicitly solvable. This yields an improved energy spectrum for the
hydrogen atom (both the proton and the electron are spin—% particles which can be
described by the Dirac equation).

Lemma 4.3.2 If ¢(z) satisfies (4.92)), then the charge conjugated wave function
Y (x) = C’JT(x) solves the same equation but with charge +e instead of —e.

Proof: Sheet 8, Exercise 1.

4.4 Physical properties

Properties of the probability current. In order for j*(z) = ¢(x)y"(x) to
define a probability current density, the following properties are required:

1. 9,5"(x) = 0 for solutions ¢ of the Dirac equation,
2. j transforms under (proper) Poincaré transformations (a, A) as a vector field.
3. 7 is future-pointing and time-like.

We have already demonstrated properties 1. and 2., but 3. a demonstration of 3. is
still lacking.
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Lemma 4.4.1 Let ¢ € C'(R*,C*) be a solution of the Dirac equation. Then the
Dirac current j*(x) = (x)y*(z) is future-pointing and time-like (or light-like).

Proof: The claim is equivalent to n,j* > 0 for all time-like future-pointing unit
vectors n. So pick such an n. Then there is a frame where n’ = (1,0,0,0). In that
frame:
" =" =y >0 (4.93)
Let A be the Lorentz transformation which realizes nj, = (A~")" n, . As njj"* =
> 0.

(A7, ny Ao57 = n,j*, ([1.93) is indeed equivalent to n,,j* O

The Dirac current thus satisfies all of our requirements! This makes an interpre-
tation as a probability current possible. Among other things, we have:

Theorem 4.4.2 (Total probability conservation in all Lorentz frames.) Let
Y € CHR?Y) be a solution of the Dirac equation and ¢'(z') = S[AJw(z) as in (4.41]).
Then for all t,t' € R, we have:

/d?’wa(t,x)w(t,x) = /d?’x’ w’T(t’,x’)w’(t',x'). (4.94)

Proof: Sheet 8, Exercise 2.

The most important consequence of 1.-3. is not this global statement but a local
one: compatibility with the Born rule. First we give a statement referring to one
particular frame, then one that is frame-independent:

Born rule, statement in one particular frame.

Ui (t,x)1(t,x)d*x is the probability to find an electron in the infinitesi-
mal volume d®x around the location x € R? at time t.

Born rule, frame-independent version.

Let 3 be any (smooth) Cauchy surface and n its normal vector field.
Then n,(z) ¥ (x)y*(x) do(x) is the probability that the electron’s world
line crosses X in the infinitesimal 3-volume do(x) around the spacetime

point x € M.

Finite propagation speed.

Definition: We say that the Dirac equation has finite propagation speed if for all
solutions ¢ € C1(R*) of the Dirac equation with supp¢(0,-) C B,(0), one also has
supp ¥(t,-) C By14(0) for all ¢ > 0.

Theorem 4.4.3 The Dirac equation has finite propagation speed.
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g2
current vector
S P " is time-like or
L light-like
> xl

SO

Figure 4.1: Tllustration of the sets appearing in the proof of finite propagation speed.

Proof: Consider the closed surface (see also Fig.
S =5SyUS:USL (4.95)

with So = {0} x B,(0), Sy = {t} x B,4+(0) and Sy, being the light-like surface which
makes S a closed surface.

Let ¢ be a solution of the Dirac equation with supp ¢(0,-) C B,(0). Then the
divergence theorem implies (considering what the exterior normal vectors are):

/S 0o () m (2) B (@) () = 0
& d*x1p7(0,x)2(0, %) :/

B,(0) Br44(0)

Px (1, x)0(t, x) — /S do () ny (2)B(x)y"(x).
L
(4.96)
On the other hand, total probability conservation yields:

[ #xutx0002 = [ dxitdx0x

o Pxil0x00.x) = [ dxulexuex) [ dxultx)el)
B(0) Br44(0) R3\By4+(0)
(4.97)
Comparing this with ([£.96]), we find:
/ st (XYt x) = — / do () ny () ()10 (). (4.98)
R3\ By++(0) S

Now, we have n,(x)y(x)y*p(x) > 0 for z € S;, as the Dirac current is time-like or
light-like and future-pointing. Thus, the r.h.s. is < 0 while the Lh.s. is > 0, so both
must be equal to zero. From [ps 5 o d°X PT(t,x)(t,x) = 0 we conclude, as the
integrand is non-negative, that ¢ (¢,x) = 0 for x € R\ B,4(0). This is equivalent
to supp ¢(t, ) C Br14(0). O
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Plane wave solutions. Similarly as for the KG equation, we are looking for
solutions of the form

b(a) = ulp) e ", (4.99)

Here, u : R — C* is a vector-valued function. Plugging in the ansatz (4.99), we
obtain the equation

(v"pu — m)u(p) = 0. (4.100)

This is just a matrix-vector equation with a parameter p. By acting on (4.100)
with (7p, +m), one can see that each component of u satisfies the KG equation.
Therefore, we must have

pPP—-m?=0 < p’==+p2+m2 (4.101)

We consider the case p® = +1/p? + m?2 = w(p) first and call the respective functions

u(p) =: uy (p). Then becomes:
(a-p+ Bmus(p) = w(p)us(p). (4.102)

In our representation of the «, f-matrices this is equivalent to the following two
equations for (u1,us) = uy:

o - pus + muy; = w(p)uy, (4.103)
o - pu; — muy = w(p)us. (4.104)

As w(p) > 0 > —m, this can be easily solved for us:

uz(p) = w(a 2 _i(p). (4.105)

p)+m
Inserting this back into (4.103), we obtain:

(o0 -p)’ — wiol
<w<p> ' m) it = w(p) (1100
Now, we have (o - p)? = p? and
p’ _ wp)—m’ = w(p) —m. (4.107)

wp)+m  w(p)+m

Therefore, (4.103)) holds identically. We thus have found a class of solutions of the
Dirac equation, one for each p and each u;. As u; has two components, there are
two linearly independent solutions ugf), 1 = 1,2 for each p:

(i) w(p) +m Xi )
_ o , =1,2. 4.108
u+ <p) Qw(p) w(p)ﬁmXi ! ( )

Here, x1 = (1,0) and xo = (0,1), and prefactor of the vector is a normalization
constant such that (ugf)(p))TuSZ)(p) = 1.
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Now we turn to the case p° = —w(p). As the KG equation, the Dirac equation
also admits negative energies. We call the respective solutions u_(p). Proceed-
ing similarly as above, we obtain the following two linearly independent solutions
for each p:

(0 wP)+m ( —opiEmXi .
= | ot | @) =1,2 4.109
u (p) 2w(p) Yi y b ) Sy ( )

where again y; = (1,0)7 and yo = (0,1)7.
Accordingly, a large class of solutions of the Dirac equation can be obtained by
superposing these plane-wave solutions. For ¢, ¢_ € LY(R?) N L*(R3)

dgp j 1p-X—1iw ] ip-X-4iw
v(tx) =) / ok <¢+(p) u? (p)e®* @@l o (p)u (p)e® <p>t>
j=1,2
(4.110)
yields a solution of the Dirac equation.

Discussion of negative energies, Dirac sea. For the KG equation, negative
energy solutions were problematic mainly because then the 0-component of the KG
current could become negative. For the Dirac equation, we have

3=l >0 (4.111)

independently of whether v is a negative energy solution or not. The probability
interpretation is therefore not affected by negative energies. Thus, at least the basic
logical framework of how we would like to use the Dirac equation is consistent.

However, one might worry that negative energies could cause a different problem.
Namely, if the Dirac equation gets coupled to other matter or fields, could one not
generate infinite amounts of energy if the Dirac particle lowers its energy infinitely
and emits it in form of radiation? Whether or not this really happens, has (to
the best of my knowledge) never been analyzed comprehensively. The answer may
also depend on the type of interaction between light and matter. Usually, it is
described by quantum electrodynamics. We shall not treat this theory here. The
general feeling, however, is that the aforementioned infinite lowering of energies
could indeed happen, and has to be prevented by some mechanism as one does not
observe it in nature.

To prevent the problem, Dirac postulated that for a multi-electron system, there
would be infinitely many electrons occupyingﬂ the negative energy states. This
infinity of negative energy electrons has been called Dirac sea. If all the negative
energy states were occupied, additional electrons with positive energies could not
lower their energy below their rest energy mc? due to the Pauli principle. The great
majority of the Dirac sea could then not interact with positive energy electrons
(only those just below F = —m?) and would thus not be seen in experiments. Dirac
furthermore showed that if one of the negative energy states is unoccupied, it can be
described by the charge conjugated Dirac equation. Dirac first thought this charge
conjugated equation would describe the proton. However, it quickly turned out

3"Occupying" is meant in the sense of second quantization and the occupation number repre-
sentation of states in Fock space.
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that this could not be the case (due to the mass) and that it instead describes an
anti-electron, the positron. Historically, anti-particles were found experimentally
shortly after Dirac’s discoveries. Besides showing that spin is logically necessary
for relativistic wave functions, the prediction of anti-particles is one of the greatest
successes of the Dirac equation.

In the prevailing interpretation of quantum electrodynamics, one re-defines the
Dirac sea as the vacuum state and treats the absence of a particle in the Dirac sea as
its own type of particle, the positron. The transition of a negative energy electron
in the Dirac sea to positive energies (leaving back a hole in the Dirac sea) then gets
re-interpreted as the creation of an electron-anti-electron pair (both with positive
energies). The two views can be translated into each other and are (more or less)
mathematically (though not conceptually) equivalent.

4.5 Solution theory

4.5.1 Classical solutions
In this section, we are looking for solutions ¢ € C'(R* C*) of the initial value
problem

(iv"0, — m)Y(t,z) =0, t#0,x € R?,

where 1y € C1(R3,C*) N L?(R3,C*) is a given function.
First, we prove the uniqueness of the solution.

{ ¥(0,%) = ¢o(x), x € R, (4.112)

Theorem 4.5.1 Let 1,1y € CH R C*) be a solution of (4.112) such that their
restrictions Vg, i = 1,2 lie in L*(X,CY) for every space-like hyperplane ¥ C M.
Then we have 1 = 1)s.

Proof: You have already shown this on Sheet 6, Exercise 3 using the technique of
"energy" integrals applied to the total probability integral P(X) = [, do(x) n, () (x)y ().

Next, we show that provided there exists a solution of (4.112)), it can be found
via reduction to a KG equation with special initial data.

Theorem 4.5.2 Let 1)y € C3(R3 C*) and assume the IVP has a solution
Y € C*(R*,C*) such that for every space-like hyperplane ¥ C M, the restriction
Yy, lies in L*(3,C*). Then the solution is unique and its spin components 1, j =
1,2,3,4 are given by

T m . Ji(ma/T2 — |x]|?
b;(T,y) = —/ €y g;(x +y) ——/ ix 2 2 |2| >91(X+y)
47 Jon, (0) 4m /B, (0) V12— x|

0 T m Ji(m+/72 — |x|?
(L[ ey - [ ex AV ey ),
ot \ 47 Jop. 0 AT 5. 0) 7 — x|

(4.113)

where for j =1,2,3,4
fi(x) = (¢o);(x), xR’ (4.114)
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and
g;(x) = —i(a"abo) j(x) + m(Bib);(x), x € R®. (4.115)

Proof: We already know that under the given conditions, the solution ) is unique.
Furthermore, as ¢ € C%(R*, C*), each component v; solves the KG equation. The
initial data are given by and by . The latter can be seen by differenti-
ating ¢ w.r.t. t and using the fact that 1 is a solution of the Dirac equation. By the-
orems |3.3.1]and [3.3.2] we obtain that the unique solution of the initial value problem
of the KG equation for the j-th component is given by (4.113), j = 1,2,3,4. Here,
the regularity property ¢ € C3(R?,C*) is required. Now, as the IVP of the Dirac
equation has by assumption one solution (and by uniqueness exactly one) which also
satisfies the IVP of the KG equation, this solution coincides with (4.113)). O

Remark. With some effort, one can also demonstrate directly that the formula
(4.113)) yields a solution (i.e., without relying on the a-priori assumption that a
C?%-solution of the Dirac equation exists).

4.5.2 Hilbert space valued solutions

In this section we study a more abstract notion of solution of the Dirac equation
which is common in mathematical physics and functional analysis.

Hamiltonian formulation of the Dirac equation. By multiplying the Dirac
equation with 7, one can rewrite it as follows:

i0p(t, x) = HP™9)(t, x) (4.116)
with the Dirac Hamiltonian
HP™ = —ia/9; + mfB  (sum over j = 1,2,3). (4.117)
One now interprets as an equation on Hilbert space,
H = L*(R* CY (4.118)
with scalar product
0.6) = [ Exuiee). (1.119)

Note that the functions ¢ € 5 are time-independent. (The Hilbert space formu-
lation is therefore not manifestly Lorentz invariant.) One thus interprets the wave
function ¢ (t,x) in the Dirac equation as a map

ViR =, e (1) (4.120)

The Dirac equation is then to be understood as an ordinary differential equation for
the Hilbert space valued map (t) as follows:
dy (1)

. _ Dirac
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HPa< g as usual for differential operators, an unbounded operator on J#. It can
thus not be defined on the whole of # but only on a certain domain, 2(HP™) C
. It turns out that for the Dirac operator, a suitable domain is given by

P(HP"™) = HY(R?)*, (4.122)

the first Sobolev space of functions from R?® to C*. (This means, one can take the
first weak derivatives of ¢ in the spatial directions.)
The goal now is to show that HP™ is self-adjoint on Z2(HP™*¢). Then, by
Stone’s theorem,
U(t) = exp(—iHP¢) (4.123)

defines a strongly continuous unitary one-parameter group on 7. Furthermore, we
have:

z’dU(t) = HPirae, (4.124)
dt |,_q
Thus, (4.121)) with initial condition ¥ (0) = 1y € S has the unique solution
U(t) = U(t)o. (4.125)

Indeed, we have the following theorem (Thaller p. 11):
Theorem 4.5.3 HP"¢ s self-adjoint on the first Sobolev space
2(HP"™) = HY(R3)%. (4.126)
Its spectrum is purely continuousﬁ and given by
o(HP™) = (—o00, —m] U [m, 00). (4.127)

Proof: We first prove the statement about self-adjointness and spectrum. The idea
is to reduce the problem to a multiplication operator with a self-adjoint matrix
via Fourier transformation (similarly as for the plane-wave solutions of the Dirac
equation). Let F denote the Fourier transformation. F is first defined on integrable
(L') functions but can be uniquely extended to a unitary operator on 5 = L*(R?)*.
For the Dirac operator, we have:

(FHP"™ F)(p) = h(p) = ( ml: o-p ) . (4.128)

o-p —mly

For each p, this is a Hermitian 4 x 4 matrix with eigenvalues

A(lpl) = Ao(lpl) = =As(Ipl) = —M(lp)) = VP? +m? = w(p). (4.129)

As h(p) is Hermitian, there is a unitary transformation w(p) which diagonalizes
h(p). Explicitly:
(m+w(p))ly+Pfa-p

v 2w(p)(m + w(p))

4The continuous spectrum of an operator A on JZ is defined as those A € C which make the
range of A — A1 a proper dense subset of J7.

u(p) =

(4.130)
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Then:
u(p)h(p)u(p)~" = Buw(p). (4.131)

Overall, we see that unitary the operator
W =uF (4.132)
converts HP™¢ into a multiplication operator with a diagonal matrix
(WHPHW™)(p) = Bw(p) (4.133)

on the Hilbert space L*(R?, d°p).
Because of this unitary equivalence to this self-adjoint multiplication operator, HPra
itself is self-adjoint on

PD(HP™) = WP (Bw(-) = F 'u ' 2(w(-) = F'2(w()). (4.134)

The last step follows as ! is a multiplication operator with a unitary matrix which

does not change the domain of a multiplication operator.
Now the first Sobolev space H!'(R3)* is by definition given by the inverse Fourier
transformation of the set

{f € I2(R® dp)t - (1+ [pP) S € LA(RS, d°p)'}. (4.135)
As w(p) = y/m? + |p|?, this set equals Z(w(-)) (for m # 0).

Similarly, the spectrum of HP™¢ is given by the spectrum of the multiplication
operator Sw(-) which is given by (—oo, —m| U [m, 00). O

Representation of the solution by an integral formula.

Theorem 4.5.4 (Thaller p. 15) Let ¢y € S(R3)* (the set of rapidly decreasing
Schwarz functions with four components). Then for t # 0, the unique solution v of
the Dirac equation with initial data ¥ (0,-) = o(-) is given by:

w(t.x) = =i [ Py S(t.x—yn (), (4.136)

where S(t,x) is the distribution given by
S(t,x) = (iv"0, + m)A(x) (4.137)

and
Ji(my/x, ")

,/:L‘#x”

For the proof, see Thaller pp. 16-18 (note the different sign conventions).

(4.138)

Az) = B F5p amy %e(wﬂ)
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Remarks.

1. The representation formula for the solution (4.136)) can be shown to be iden-
tical to our previous result (4.113)), at least for ¢ > 0.

2. The formula (4.136) is the analog of the solution formula (3.44) for the KG
equation via its retarded Green’s function.

3. S(t,x) is the called the propagator of the Dirac equation. For t > 0, S(¢,x)
coincides with the retarded Green’s function S*™(¢,x) of the Dirac equation,
and for ¢t < 0 with minus the advanced Green’s function —S24V(¢, x).

4. One obtains Green’s functions of the Dirac equation from those of the KG
equation by applying the operator —(i7*0, + m):

SO (z) = —(iv"0, +m)G (2) (4.139)
where G (z) is a Green’s function of the KG equation.

5. A(z) = G™(x) — GV (z), where G™*, G*I¥ are retarded and advanced Green’s
functions of the KG equation, respectively. So for 2° > 0, A(z) = G™(z)
which agrees exactly with the distribution K we used for the solution of initial
value problem for the KG equation and ¢ > 0.

Generalization of the representation formula to arbitrary space-like hy-
perplanes. For every space-like hyperplane > C M with future-pointing unit nor-
mal vector field n and every 1y € S(X)?, the unique solution of the initial value
problem

() =¢s(z), z€X (4.140)

of the Dirac equation is given by:

la) = —i / do(y) S(z — y)rn,(y) de(y). (4.141)

By using this formula (i) for € ¥ or (ii) repeatedly for two different hyperplanes
%, ¥, we obtain the following distributional identities (Sheet 10, Exercise 3):

(i) $(0.%) = ir*5®) (x),

(i) —i [y do(y) S(x—y)v"n.(y)S(y—z) = S(x—z) for every space-like hyperplane
Y.

Remark: The formula (4.141)) also holds for more general curved space-like hy-
persurfaces X.
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Natural Hilbert spaces for the Dirac equation. If we want to have a space-
time picture for the Dirac equation, the Hilbert space 52 = L?*(R?,C*) is not partic-
ularly natural. The fact that probability conservation holds on arbitrary space-like
hyperplanes (in fact, on arbitrary space-like Cauchy surfaces) ¥ C M, suggests to
define the following Hilbert spaces:

Mz = L*(%,C* do(x)) (4.142)

with scalar product (— Sheet 10, Exercise 2):

.els = [ do@)n, (@)@ (o). (4.143)
b
This defines a norm in the usual way,

Y]l = V(¥ ¥)s. (4.144)

Then, evaluating the solution formula (4.141)) for x on a space-like hyperplane ¥’
defines an injective map

UL S(X) = Ay (4.145)

Total probability conservation means that

s lls = g llsr = I1US 9yl (4.146)

Together with the uniqueness of the solution this suggests that U can be extended
to a unitary map between the full Hilbert spaces J&; and 5%y, i.e.

U — Ay (4.147)

The previous unitary operator U(t) = exp(—iHP™t) can be thought of as the
special case of Ugf for ¥ = ¥,—o and ¥’ = ;. One should note that the Hilbert
spaces J%;, can, for every t € R, be canonically identified with 7 = L?(R?,C*),
namely through

5, 3 Yy, =U(E,) € . (4.148)
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5. The multi-time formalism

In this chapter, we are concerned with the description of many relativistic quantum
particles.

5.1 Motivation

The usual way to a many-body quantum theory in the Schrodinger pic-
ture. The usual way from a single-particle to a many-particle quantum theory is
to take tensor products of the single-particle Hilbert spaces and to take the sum of
the Hamiltonians as the overall free (non-interacting) Hamiltonian.

We consider the case of N particles, each described by a Dirac equation (with
possibly different masses). The (time-independent) Hilbert space then is 2 =
L*(R3,C*), and its N-fold tensor product yields:

AEN o~ 2R3N Y, (5.1)
The idea is that the wave function, ¢, then satisfies the Schrédinger equation

dep(t)

N

(2 = 3T HPR () + V() (52)
k=1
where ,
HP™ = (=i yh0kj) + iy, (5.3)
j=1
with Oy, = ﬁg and
'y,’::ﬂx~--®ﬂ%ﬂ®---®ﬂ. (5.4)

k-th place

Moreover, V is a multiplication operator with a function V(t,x1,...,Xxy) with values
in the symmetric matrices.
Overall, that means ¢ has to be viewed as a map

R RN o (CHEN = C*, (%1, ... xn) = ot X1, ..., XN). (5.5)

We call this map the single-time wave function.
When formulated as a PDE (instead of as an ODE on Hilbert space), the
Schrédinger equation becomes:

N

10yp = Z (—m,(jygak,j + ’ygmk) o+ V(t,x1,....,xXN) . (5.6)
k=1

a7
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Limitation of the usual approach. Our goal is to obtain a relativistic theory.
However, the above approach suffers from the following problems (for N > 2):

1. It is not clear how to Lorentz-transform the single-time wave function. This
is because the argument (¢,xy,...,xy) contains N spatial variables but only
one time. For such variables, there is no pre-defined transformation behavior
under Lorentz boosts. (For rotation, on the other hand, we could rotate each
X; in the same way.)

2. Relatedly, the single-time Schrodinger equation (5.6]) is not manifestly Lorentz
invariant.

3. The Born rule corresponding to the outlined theory is:

(') (t, X1, ..., xn) d>X; - - - d*x is the probability to find N parti-
cles, each particle ¢ at a location in the infinitesimal volume d®x;
around x; € R3 at time t.

As this statement refers to a particular time coordinate ¢, it only holds for
one particular Lorentz frame. We would like to have a frame-independent
statement instead.

Derivation of multi-time wave functions from Lorentz transformations of
configurations. We now give an argument in favor of a relativistic type of wave
function which overcomes the above-mentioned problems.

From the Born rule, we can see that the argument of ¢, (¢,%y,...,xy) refers to
a spatial configuration (xy,...,xy) € R? at a certain time ¢. The same space-time
configuration is expressed by the following collection of 4-vectors:

(£, %1), ..., (£, ). (5.7)

Given this collection of 4-vectors, it is now clear how a Lorentz transformation A
acts, namely by applying A to each 4-vector:

(£,%1); s (£x80)) S (A X1, o A, x0)) = (%), s (Brs X)) (5.8)

The important point is that in general, t; # ¢} for j # k. So we end up with N
different time variables after the Lorentz transformation.

We now want to apply this insight to the argument of the wave function. To this
end, we must first identify ¢(t,x1,...,Xy) as the equal-time case of a more general
object ¢(t1,Xn, ..., tx, xn) which may exist for ¢; # t;, i.e.:

o(t, X1, ..., Xn) = V(t, X1, ooy t, X)) (5.9)

Recalling the transformation behavior of the wave function of the Dirac equation
(4.41), we expect the following transformation behavior:

W), 2ly) = SN NY(zy, . ). (5.10)
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This implies:

U (%, 1 xy) = SIAEYYATHE, x1), o, AT ) = SN, X, 0 iy, Xy),

(5.11)
where in general t; # t; for j # k (here j = A7'z;). So we find that 1 is indeed
needed on space-time configurations with different times.

Definition: Let N € N, N > 2 be the number of particles and K € N the number
of spin components per particle. Moreover, let €2 be a Poincaré invariantﬂ subset of
R*N. Then a multi-time wave function is a map

PV QCRY 5 CKY (2, an) = (0, ). (5.12)

Remark. Natural choices for Q are QO = R* and Q = .7, the set of space-like
configurations:

S ={(21, ., xn) € RW 1V £k (5 — ap)u(z; — 7)< 0. (5.13)

You will show on Sheet 11, Exercise 2 that for N = 2, . is the smallest
Poincaré invariant set which contains the equal-time collision-free configurations
C={(z1,....,ay) ER™ : 2, = 2; Vi, j and x; # x Vj # k}.

Historical Remark. The idea of multi-time wave functions dates back to Dirac’s
paper

P. A. M. Dirac, Relativistic Quantum Mechanics, Proc. R. Soc. Lond. A,
136:453-464, 1932.

A recent overview of the theory of multi-time wave functions can be found in:

M. Lienert, S. Petrat, and R. Tumulka. Multi-time wave functions. J. Phys.
Conf. Ser., 880(1):012006, 2017. https://doi.org/10.1088/1742-6596/
880/1/012006

5.2 Evolution equations

Multi-time Schrédinger equations. A multi-time wave function has N time
coordinates. Therefore, it was Dirac’s idea that one needs one evolution equation
for each time coordinate. This leads to a system of N equations which 1 needs to
satisfy simultaneously:

iatﬂﬂ = Hﬂb,
: (5.14)
i@th == HNw

LA Poincaré transformation (a,A) acts on (zy,...,7x) € R* as (Az; +a, ..., Azy + a).


https://doi.org/10.1088/1742-6596/880/1/012006
https://doi.org/10.1088/1742-6596/880/1/012006
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Here, t; = z¥. Tt is understood that one should be able to rewrite (5.14) in a
manifestly Lorentz invariant form, such as in the example of free multi-time Dirac

equations:
(i} Oy — M) (21, .y zny) =0, k=1,..,N. (5.15)

You will analyze these equations in more detail on Sheet 11, Exercise 1.

The operators Hj, in are supposed to be differential operators on an ap-
propriate function space. There are different ways to interpret the system ([5.14|)
mathematically. Perhaps the most appropriate and straightforward way is as a sys-
tem of N partial differential equations. Alternatively, one can also view it as a
system of NV equations for a Hilbert space valued function of N time variables,

VRN = 2, (ty, .. ty) = (L, .. ty) € . (5.16)

Note that in this view, the choice 2 = L2(R3N C*") distinguishes a particular
Lorentz frame which is, from a relativistic standpoint, not very natural. However,
one can still use it as a mathematical convenience (bearing in mind that the involved
frame is somewhat arbitrary).

We re-obtain the familiar single-time Schrodinger equation from the multi-time

equations (5.14)) by considering i0;p(t) = i0yb(t, - - - ,t) and using the chain rule:

N
i0pp(t, -+ 1) =Y Hy(t, ..., 1). (5.17)
k=1

That means, the operators H; sum up to the Hamiltonian of the system. They are
therefore called partial Hamiltonians.

Initial data. The role of the multi-time equations is to determine v uniquely
given initial data on a set of the form X» where ¥ C M is a Cauchy surface. Perhaps
most conveniently, one can choose ¥ = ¥;_y in a particular Lorentz frame. Then
initial data are given by

0(0,%1,...,0,Xn) = ¥o(X1,..,Xn), X ER’i=1,.,N (5.18)

for some given function ¢ : R3 — CK™.

Now the crucial question is: when is it possible to uniquely solve for
all initial data (5.18)7 This is an important question, as is a system of N
simultaneous PDEs which might not always have a solution. We shall now work out
conditions when this is possible. We start with the Hilbert space view, and the case
that the partial Hamiltonians H; can be viewed as time-independent operators on
Hilbert space.

Consistency conditions.

Definition: Let 7 be a Hilbert space. A strongly continuous unitary N -parameter
group is a map U from RY into the set of unitary operators on # such that U(0) =
1 and for t,s € RY: U(t)U(s) = U(t + s). Furthermore, strongly continuous
means that each one-parameter subgroup U;(t;) = U(0,...,0,¢;,0,...,0) is strongly
continuous. According to the theorem of Stone this means that i%Uj(thtj:O exists
and is given by a self-adjoint operator.
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Definition: We say that the multi-time equations ((5.14)) have a Hilbert-space valued
solution for all initial data ¢y € € if and only if there exists a strongly continuous
unitary N-parameter group U(tq, ..., ty) with

0

im-U(0,..,0,4;,0,....0) = H;U(0,....0,1;,0,...,0). (5.19)
J

(Then the solution is given by t(t1,...,tn) = Ul(ty, ..., tn)%0.)

Theorem 5.2.1 Let 7 be a Hilbert space and Hy, ..., Hy be time-independent self-
adjoint operators on €. Then there exists a Hilbert-space valued solution of the
wnitial value problem

{ ¥(0,...,0) =y € I, (5.20)
i@tk¢(t1, ,tN) - Hk¢(t1, '-'7tN)> kf = 1, ...,N’QD, tl) ,tN S R ’

for all initial data 1y € F€ if and only if
[H;, Hy = 0V # b (5.21)
(in the spectral senseﬂ.

Proof: "=" For j,k =1,...,N,j # k, let H; be self-adjoint and let [H;, H;] = 0
in the spectral sense (all spectral projections from the spectral theorem of these
self-adjoint operators commute). The self-adjointness of each H; allows us to define
the strongly continuous unitary one-parameter groups

Uj(t;) = e it (5.22)

Because of (5.21)), these groups commute with each other for j # k. That means
that
Ulty, ..., ty) = e Hilt ... o=ty (5.23)

defines a strongly continuous unitary N-parameter group. (Note that the different
exponentials have to commute to ensure this.) Moreover,

)
iUt o tn) = HU(t, ooy ty). (5.24)
ot

Therefore,

w(tl,...,t]\]) == U(tl,...,tN)’l/}O (525)
is a solution of the IVP (55.20).
"<" Let (5.20) have an s#-valued solution for all initial data. By the definition of

the Hilbert space valued solution, there then exists a strongly continuous unitary
N-parameter group U (ty, ..., tx) whose one-parameter subgroups U;(t;) are given by

2This means that all spectral projections of the operators have to commute. See the spectral
theorem.
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e~ *Hili according to Stone’s theorem. Then, as U(t+s) = U(t)U(s) for all t,s € RV,
we have, for all 7 # k:

Ueoostjy ooty o) = U6 U (g t; = 0, ey try o) = Ui (8) U (t)U (oo t; = 0, oyt = 0,0
= e Hitiem itk ( ¢, =0,..,t,=0,...) (5.26)

On the other hand, we obtain analogously:

Uity ooty ) = e e LG4 =0,..., 1, =0,..). (5.27)
Setting all other ¢; = 0, this implies e "itie= ikt = e=iHrtk o=iHil; which is equiva-
lent to [H;, Hi| = 0 in the spectral sense. O

Remark. [H;, Hy] Vj # k is called the consistency condition for the multi-time
equations (5.14). In the case that the partial Hamiltonians are time-dependent
maps H; = H(t1,...,tx) from RY into the self-adjoint operators, the condition gets

replaced byf|

OH, ~ 0H,

H; Hy| —1—— = 2
[Hy, Hy) =i i 2 =0V k. (5.28)

No-go theorem for potentials. The consistency conditions (5.28) are fairly re-
strictive. We shall now see that they rule out interaction potentials (even Poincaré
invariant ones).

Theorem 5.2.2 For k=1,...,N let
Hk(tl,...,tN) :H]?irac—i-vk(l‘l,...,x]v) (529)
where for each k, Vi, : R*™ — R is a smooth function. Then:

(i) The consistency conditions (5.28|) are satisfied only if Vi does not depend on
x; forj#k, k,j=1,..,N.

(11) If in addition all Vi, are Poincaré invariant, then (5.28)) is only satisfied if
Vi = const for all k=1,...,N.

Proof: (i) We write out the consistency conditions (5.28) in detail in our case.
Using that [V}, V] = 0 and [H™, HP™¢] = 0, we find:

B Vi 0V,
0= B =0
irac irac av av
= P ] - P v+ (50 - 5
J
3
. Vi OV oV, OV
:_ZZ<VE)7§8——7 Tkt >+Z<8_t;:_8_tj)' (5.30)
=1

3See S. Petrat and R. Tumulka. J. Math. Phys., 55(032302), 2014.
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Now, the matrices 1,797%, v}, j # k, | = 1,2,3 are all linearly independent. Thus
their coefficients have to vanish separately and we obtain:

v, IV
gy _ TR 31
Oty ot (5.31)
and oV
k
LA .32
5l 0, (5.32)

J
j#Ak=1,..,N,1=1,2,3. (5.32) already shows claim (i).

(ii) Lorentz invariance now implies that Vj must not depend on a:?, either, 7 # k,
Jyok =1,..., N. That means, Vi(z1,...,xy) = Vi(zx) for some smooth function V :
R* = C, k=1,...,N. Then it follows from translation invariance that V), = const,

k=1,..N. O

Remarks.

1. The first rigorous result in the spirit of the above theorem was obtained by
Petrat and Tumulkafl They do not assume Poincaré invariance of the po-
tentials and prove that even for potentials which are not Poincaré invariant
the multi-time equations must be gauge equivalent to equations with purely
external potentials (no interaction).

2. The above theorem only treats the case of scalar potentials, such as Coulomb
potentials V; = >, 4 ng—;x;c\ (or a Poincaré invariant version of this). There
are also more elaborate versions of the theorem for matrix valued potentials.
Perhaps the most complete result is a theorem by Nickel and Deckert[’| They
admit arbitrary matrix-valued potentials V; : R — (C*)®" and prove that
there are no Poincaré invariant ones besides V; = 0Vj which satisfy the con-
sistency conditions.

3. A similar result also holds for —Ay, the k-th Laplacian, instead of HP™. (—
Sheet 12, Exercise 1). This shows that it is really the form of the multi-time
system which excludes interaction potentials. Poincaré invariance does
not play an important role in this.

Conclusion. Potentials are not a viable mechanism for interaction in multi-time

equations, and an alternative mechanism is necessary. One such possibility will be
presented in Sec. [5.4]

5.3 Probability conservation and generalized Born
rule

In this section, we discuss the question how to generalize the Born rule to arbitrary
space-like surfaces using a multi-time wave function. Physically, this means we now

4See S. Petrat and R. Tumulka. J. Math. Phys., 55(032302), 2014.
L. Nickel and D.-A. Deckert. J. Math. Phys. 57 072301 (2016).
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describe the detection probabilities of particles at different times (but such that the
detection events remain space-like to each other). The discussion proceeds at the
case of a fixed number N of particles.

Tensor currents. Similarly to the Dirac equation, where we had a conserved
current density vector field j#(x), we are now looking for conserved tensor currents.

Definition: For N particles and Minkowski spacetime, a tensor current is a collec-
tion of continuously differentiable maps (p1, ..., uy = 0, 1,2, 3)

gy Qe MY = R, (24, ..., 05) = 7PN (2, ., 1N). (5.33)
It is called conserved if for all k =1,..., N:
8xgkj”1“'“’“"'“’v =0, [0y, oy - fiy = 0,1,2,3, (5.34)

—~

where (+) denotes omission.

Example. Let ¢ be a C! solution of the free multi-time Dirac equations (i, Oy, —
mg) =0, k=1,...,N. Then

julm‘uN(ﬂjlu 7'1:]\7) = w<x17 71,1\7)7{“ o ’y]!ifN (xl? ...,.TN) (535)

defines a conserved tensor current on M (see Sheet 11, Exercise 1).
For independent particles, the wave function is a tensor product of N single-
particle wave functions v, : M — C* which all solve the Dirac equation, i.e.:

w<l‘1,...,$N) :lﬂl(l'l)@@w]\[(m]\f) (536)
For such a wave function, the Dirac tensor current (5.35]) becomes:
N (g, an) = 17 () - W (), (5.37)

where ji%*(21,) = ¥, (z1) 7" (2;). That means, it becomes the product of N single-
particle Dirac currents.

As a consequence of the behavior of ¢ under Lorentz transformations A (see Eq.
(5.10))), the Dirac tensor current transforms as

UL AN

j (2, oy @) = A, o AP PN (). (5.38)

Given appropriate properties, the idea is to define a probability density via the
tensor current. An important property such that this works is the following.

Definition: A tensor current j is called positive definite if for all xq,...,xny € M
and all future-pointing time-like vectors nq,...,ny € M:

JEEEN (2, 2N ) My My 2> 0 (5.39)
and equality implies j(z1,...,xy) = 0.

Definition: Let j be a positive definite and conserved tensor current and > be
a space-like hyperplane (or more generally a smooth Cauchy surface) with future-
pointing unit normal vector field n. Then we call the non-negative function defined
by

ps(x1, ., xn) = N (@, L an) ny (21) -y () (5.40)

the density of j with respect to 2.
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Remark. This definition generalizes the usual notion of a probability density in a
natural way. For example, for the Dirac tensor current (5.35) we have:

(i) For N =1, ps(xz) = j*(x)n,(z) reduces to the familiar probability density
with respect to X.

(ii) For N > 2 and an equal-time hyperplane ¥, in a certain frame, we have n(z) =
(1,0,0,0) and thus px, (£, X1, ..., t,Xn) = (VT)(t, %1, ... t,xn) = (pT0)(t, X1, ...,
So the density ps reduces to the usual single-time probability density in that
case (as expected).

In general, one can integrate psy over arbitrary subsets of a space-like hyperplane
(smooth Cauchy surface). Together with the above, this suggests:

Generalized Born rule. TLet X C M be a space-like hyperplane (smooth Cauchy
surface) and py, the associated density. Furthermore, assume that py is normalized
in the sense

/Eda(xl)---/Eda(xN)pg(xl,...,xN) ~1 (5.41)

Then, the generalized Born rule is the statement that
Prob(z; € do(x1),...,xy € do(zn)) = ps(21, ..., zn)do(z1) - -do(xy)  (5.42)

is the probability to detect N particles, each particle 7 in the infinitesimal 3-volume
do(x;) around z; € ¥, i =1,..., N.

Important remark. The generalized Born rule can actually be shown, in an
appropriate sense, to follow as a theorem from the Born rule in just one frame (i.e.
at equal times). The proof can be found in the work

e M. Lienert and R. Tumulka, Born’s rule for arbitrary Cauchy surfaces, https:
//arxiv.org/abs/1706.07074.

The idea is that in principle, the results of any experiment can also be obtained at
a later equal time, and thus they should be determined already by the Born rule in
one frame. However, it is not immediately clear that the result should be a simple
expression in the multi-time wave function such as , and it is, in fact, quite
some effort to demonstrate this.

Total probability conservation. Matching with the generalized Born rule, we
have the following theorem:

Theorem 5.3.1 Let j be a conserved tensor current on MY which has compact
support in the spatial directions, i.e. there is an R > 0 such that if there is a k € N
with 1 < k < N such that |x;| > R, we have j(ti,X1,....,tx,xn) = 0. Let X,% be
space-like hyperplanes (smooth Cauchy surfaces) and let

PX) = /Eda(xl) e /2 do(xy) ps(x1, ..., TN). (5.43)
Then we have P(X) = P(X).

The proof is similar to the one of Sheet 11, Exercise 1 (c).

XN).


https://arxiv.org/abs/1706.07074
https://arxiv.org/abs/1706.07074
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Current density form. In many physical applications, it is more realistic to have
a multi-time wave function (and consequently a tensor current) defined only on a
subset  C R*V, such as on the space-like configurations . (5.13). Then total
probability conservation amounts to Po(X) = Po(X') for all space-like hyperplanes
(smooth Cauchy surfaces) ¥, ¥ where

Po(%) :/Eda(x1)~~/zda(x1v) Lo(21, s 2) ps(21s s ). (5.44)

Here, 1g is the characteristic function of €, i.e., 1o(q) =1 if ¢ € Q and 0 else.

In order to prove probability conservation in this sense, it is useful to express
the statement in a different mathematical language, using an appropriately defined
differential form which can be integrated along the relevant sets X~ N Q. (The main
reason why this becomes necessary is to be able to use Stoke’s theorem applied to

these sets instead of the divergence theorem applied to each ¥ factor-wise in the
case of Q = M"Y))

Definition: Let j be a tensor current on  C RUFHDN on the relativistic configura-
tion space RUTIN for 14 d-dimensional spacetime. Furthermore, let j have compact
support in the spatial directions (as explained above). Then we define a Nd-form,
the current density form wj, by

d
wj = Z (—1)pat i jpaiN g0 A A dah A - A dad
Biseens N =0

Ao AdTY A N A A da, (5.45)

—~

where (-) denotes omission.

Lemma 5.3.2 The probability integral can be expressed by
Po(%) = / o, (5.46)
nNAQ
Proof: This follows from the identity
nydo = (—1)Fda® A Adat A - A dat (5.47)
— Sheet 12, Exercise 2.

Lemma 5.3.3 The exterior derivative of w; vanishes, dw; = 0.

Proof: Sheet 12, Exercise 2.

Remark. The current density form wj; is useful as one can use Stokes’ theorem for
it. This becomes necessary to prove probability conservation for the model we shall
discuss next.



5.4. AN INTERACTING MULTI-TIME MODEL IN 1+1 DIMENSIONS 67

5.4 An interacting multi-time model in 141 dimen-
sions

In the following we show that it is possible to construct an interacting and completely
Lorentz invariant multi-time model.ﬁ To this end, we choose the simplest possible
case:

1. N = 2 Dirac particles,
2. only one (d = 1) spatial dimension,
3. massless particles.

The interactions will be so-called contact interactions, i.e., interactions which are
associated with boundary conditions for the wave function at configurations (z, z)
where two particles meet.

Defining equations. As mentioned above and as studied further on Sheet 11,
Exercise 2, the most natural domain for a multi-time wave function is the set . of
space-like configurations. In 1+1 dimensions, this set splits into two disjoint open
sets,

yl = {(tl,Zl,tg,ZQ) €7 21 < 22},
yg = {(t1,217t2722) ez > 2,’2}. (548)

We shall construct a model on .%;. Once a solution is found, it can then be extended
to 7 by applying a reflection.
The multi-time wave function then is a map

'¢ 1?1 C R? x R? — (C47 (tl,Zl,tQ, Zg) — w(t17217t2, 22). (549)

On the open set .77, it obeys the free multi-time Dirac equations with m; = my = 0:

i Ok (21, 22) =0, k=12 (5.50)
In the representation
W =o', Al =00, (5.51)
(5.50) becomes diagonal:
U 1 (e}
V2 1 (0
0 = —0,, :
B —1 U3
V4 -1 Uy
Y1 1 U1
(2 -1 (C>
0, = —0, . 5.52
=\ v : 1 s >:32)
Vs —1 V4

6This section follows M. Lienert, A relativistically interacting ezactly solvable multi-time model
for two mass-less Dirac particles in 1+1 dimensions, J. Math. Phys. 56, 042301 (2015).
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This means, the general solution of (5.50) is given by

U filer =ty 2 = 1)
s fa(ar =ty 22 + 1)

. . _ 5.53
wS ( 15 1, 2722) f3(21+t1722_t2> 7 ( )
Y4 falzr + 1, 22+ t2)

where fi, fa, f3, f1 are (still unkown) C! functions. They have to be determined by
initial and boundary conditions.
Initial conditions are, as usual, given for ¢1,%5 = O:

(0, 21,0, 22) = g(z1, 29) for 21 < 29, (5.54)

where g € C'(R?,C*).
In addition, we will see that boundary conditions at

E = {(tl, Zl,tQ,ZQ) S R2 X RQ ity =ty and z; = ZQ} C &71 (555)

are necessary to ensure total probability conservation in the sense Py, (X) = Py, ()
for all space-like hyperplanes 3, % (or smooth Cauchy surfaces, see for the
definition of Po(X)). Probability conservation is, in turn, related to the uniqueness
of solutions, as follows from the energy integral technique applied to Py, ().

Indeed, we can see from that initial data determine the functions f;(z,y)
only for z < y, namely through f;(x,y) = ¢;(z,y), x < y, i = 1,2,3,4. However,
in .77, the quantities x = 2; — t; and y = 25 + ¢t which occur in the argument of
fo can, for example, also have the relation = > y, for example for t; = t; = t with
t < (21 — 22)/2 < 0. As the respective spacetime configuration (¢, zq, t2, 29) lies in
in . (at equal times, the only restriction is 23 < z3), 19 is not fully determined
by initial data. The situation is similar for 13 (there, )3 may not be determined
by intial data for example for t; = to =t with ¢ > (29 — 21)/2 > 0). For 1,14 no
such problem occurs, as for ¢ = 1,4 the quantities a;, b; in f;(a;, b;) in formula ((5.53)
always satisfy a; < b; for (t1, 21,19, 29) € A.

It will be the role of the boundary conditions to determine the missing values of
the f;, 1 =2,3.

Boundary conditions from probability conservation. On .#}, the Dirac ten-
sor current

3 = Pyisy (5.56)
satisfies 0y 7" = 0 = 0,,7" (as can be shown as in the case of free multi-time
Dirac equations).

The idea now is to look for conditions on j#” which also ensure total probability
conservation. These will then yield the appropriate boundary conditions.

Theorem 5.4.1 Let ¢ : %1 — C* be a C'-solution of (5.50) with compact spatial
support for all fized times t1,ts € R. Moreover, let j#** : /1 — R with j** = {45
be the Dirac current constructed from . Then

Py, (X) = Py (X)) (5.57)
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holds for all space-like hyperplanes (Cauchy surfaces) 3,5 C M if the following
condition for the tensor current is satisfied:

(le - jlo)(ta Zata Z) = 0 vt72’ = R (558)

Proof: Sheet 12, Exercise 2 (using the theorem of Stokes for the current density
form w; and for an appropriately chosen closed surface).

Remark. has the meaning that there is no probability flux through the set
of coincidence points %. This means that there is no probability flux from . to
S5, or in other words: the two particles cannot pass each other.

Our next task is to convert this condition into a boundary condition for .

Lemma 5.4.2 Condition (5.58) is equivalent to the following linear boundary con-
dition for 1 on € :

Uo(t, z,t,2) = eie(t’z)wg(t, z,t,z) Vt,z € R (5.59)
and some function 6(t, z).

Proof: Writing out the tensor current in components gives:

3 = [+ (1) e + (D[] 4 (1) (=1)" b, (5.60)
Thus:
3 =51 = ([P = el + (sl = [eal?) = ([a]* + [Waf” = [ehs]* — [1a]?)
= 2(|ys|* = [¢2]). (5.61)
Therefore,
j01 _ le =0
& V2] = [9s
< g = €. (5.62)
for a function 6 : R* — [0, 27). The claim follows. O

As we aim for a translation invariant model, we choose 6 = const.

Theorem 5.4.3 Let 0 € [0,27). Then multi-time model defined by (5.49)), (5.50))
on 7, initial conditions (5.54)) and boundary conditions

Ua(q) = €“Ys(q), q€F (5.63)

has a unique solution given by
Ui(ty, 21, t2,22) = gi(z1 — t1, 22 — ta),

g2(z1—t1,22+t2)  for z1—t1<z2+t2,
¢2(t17217t2a22) - 0
e g3(za+ta,z1—t1) for z1—t1>za+t2,

3(z1+t1,22—t2)  for z1+t1<za—ta,
" " _ 93
¢3( 1 215 b2, 22) { e 0go(za—ta,z1+t1)  for z1+t1>z0—ta,
w4(t1,21,t2,22> = g4(21 +t1,22 —l—f}g). (564)
This solution is continuously differentiable provided g € CY(R?,C*) satisfies the

following compatibility conditions between boundary values and initial data: for all
zeR:
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1. go(z,2) = e¥g3(z, 2),
2. (8192)(27 Z) = ew(&Qg?))(Z? Z):
3. (8292)(27 Z) - eie(algi’))(za Z)'

Condition 1 ensures continuity of 1, conditions 2 and 3 guarantee continuous dif-
ferentiability.

Proof: The fact that is a solution of the IBVP can be shown by direct
computation. Condition 1 is needed so that the initial data satisfy the boundary
condition, and furthermore for continuity of ¢ at the critial surfaces z; —t; = 29 + 15
and z1+t;+22—t5. Conditions 2 and 3 are necessary so that the different limits of the
partial derivatives of v towards these critical surfaces are continuous. Uniqueness
can either be shown using the form of the general solution or through the
energy integral technique applied to Py (X). — Sheet 13, Exercise 1.

Idea behind the solution formula. The above proof does of course not explain
how to come up with the solution formula. The idea behind it is the following.
The general solution formula shows that each component 1; of the solution
is constant along certain two dimensional surfaces in R? x R2. For 1)y, for example,
these surfaces are given by z; — 2o = consty, 2o — to = consty. Thus, if one wants
to know the value of 11 at a point p = (t1, 21, t2, 22) € 71, one checks if the surface
going through p intersects the initial data surface t; = to = 0. This is always the
case but the point ¢ where this happens (it is actually a point, not a line!) may
not lie in .. For ¢y it always does, and we have ¢ = (0,21 — 1,20 — t3). Then
1(p) = ¥1(q) = g1(21 — t1, 22 — t2). The situation is similar for ¢4. For f, and f;,
however, the analogously defined point ¢ sometimes does not lie in .#]. Then one
instead checks whether the surface along which v, i € {2,3} is constant intersects
the boundary ¢’. This indeed happens in a point r € €. Then the value of, say, ¥s(p)
is obtained through the boundary condition as v (p) = 1s(r) = €43(r). This is
only a known quantity if ¥5(r) is known. However, one can check that at each s € €
either 15(s) or 13(s) is determined by initial data. Thus, this way of determining
1o and 13 completely always works. For more details see the paper J. Math. Phys.
56, 042301 (2015), also available under https://arxiv.org/abs/1411.2833.

Interaction. Why is the model interacting? Well, a model is called interacting if
it is not free, and free means that all initial product wave function stay product wave
functions with the time evolution. Thus "interacting" means that there are initial
product wave functions which do not stay product wave functions for all times.
We can see from the solution formula that this is the case for our model by
letting g(21, 22) = ga(21) @ gp(22) for two functions g, g € C*(R, C?). The product
structure is not always preserved, as one can see from the case differentiations in
the formulas for ¢, V3.

One calls such a type of interaction which is achieved through boundary condi-
tions on the coincidence points contact interactions, or zero-range or delta-interactions.
Such interactions are related to delta function potentials in the Hamiltonian of a
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single-time theory. These delta function potentials are not mathematically well-
defined but one can understand them rigorously by integrating over the Schrodinger
equation and thus extracting a boundary condition. Then the regular part of the
Hamiltonian together with this boundary condition define the dynamics.

Lorentz invariance. We have not yet checked the Lorentz invariance of the
model. For the multi-time equations, this is clear, as the Dirac equation and the
domain . are Lorentz invariant. However, it is not yet clear whether also the
boundary conditions are Lorentz invariant. To check this, we need to know how a
Lorentz transformation acts on 1. Let A € Ei. Then, according to (5.10]), we have:

W't 21,5, 25) = S[A] @ S[A] ¥(ty, 21, ta, 22). (5.65)

For (t1,21,ta,29) € €, we also have (t}, z1,th, 25) € €, so the Lorentz transform of
the boundary condition (5.63) is again a boundary condition on 4. The question
however, remains, whether this boundary condition is of the same form as .

To see this in detail, we note that the Lorentz group in 141 dimensions has just
one generator, the generator of boosts in z-direction. Thus, according to ,
S[A] is given by:

S[A] = exp(wr°'/2) (5.66)
for some w € R. Here, we have 4°y! = 3 which is diagonal. Thus,
S[A] = cosh(w/2) 1, + sinh(w/2) °. (5.67)

It follows that
S[A]®S[A] = cosh?(w/2) 144cosh(w/2) sinh(w/2)(1y@0>+03@15)+sinh?®(w/2)o*@0s.
(5.68)
Explicitly, considering
(I, ® 0® 4+ 0% ® 1) = 2diag(1,0,0,-1), o*®c® =diag(l,—1,-1,1), (5.69)

this means that

9 cosh?(w/2) — sinh?(w/2))1s
S[Al® S[A] s |~ | (cosh?(w/2) — sinh?(w/2))es
N (cosh(w/2) — sinh(w/2))?
(cosh(w/2) + sinh(w/2))?,
= zz . (5.70)

(cosh(w/2) — sinh(w/2))?,
So the components 5, 13 transform without any factor. Accordingly, the boundary
condition ([5.63) transforms to
Yot 2t ) = et 2t 2, (5.71)

which is again a boundary condition of the form (5.63). Thus, it is indeed Lorentz
invariant.

As one can also choose initial data on any space-like hyperplane (this can be
shown similarly to Sheet 5, Exercise 3), the model is overall Lorentz invariant.

Probability conservation also holds on all space-like hyperplanes (and, accordingly,
in all Lorentz frames).
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Summary. Overall, we have shown that it is possible to achieve Lorentz invariant
interacting dynamics for multi-time wave functions.
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