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Foundations of QM: In-Class Problem Set 2

Problem 5: Dirac delta function
Let x be a 1-d variable and gσ(x) the Gaussian probability density,

gσ(x) =
1√
2πσ

e−
x2

2σ2 . (1)

The Dirac δ function can be defined heuristically as

δ(x) = lim
σ→0

gσ(x) . (2)

Since δ(x) = 0 for x 6= 0 and δ(0) = ∞, the δ function is not a function in the ordinary sense; it
is called a distribution. Based on the heuristic (2), one defines∫

R
δ(x− a) f(x) dx := lim

σ→0

∫
R
gσ(x− a) f(x) dx . (3)

It follows that if the function f is continuous at a, then∫
R
δ(x− a) f(x) dx = f(a) . (4)

Mathematicians take this as the definition of the δ distribution; that is, they define δ( · − a) as a
linear operator from some function space such as S (Schwartz space) to C, f 7→ f(a).

(a) Find the Fourier transform δ̂a(k) of δa(x) = δ(x− a) with arbitrary constant a ∈ R. Find the

function ψ whose Fourier transform is ψ̂(k) = δ(k − b) with arbitrary constant b ∈ R.

(b) One defines the derivative δ′ of the δ function by

δ′(x) = lim
σ→0

g′σ(x) (5)

and its integrals by ∫
R
δ′(x− a) f(x) dx := lim

σ→0

∫
R
g′σ(x− a) f(x) dx . (6)

Using integration by parts and (4), show that (for f ∈ S )∫
R
δ′(x− a) f(x) dx = −f ′(a) . (7)



Problem 6: Delta function in higher dimension
(a) The d-dimensional Dirac delta function is defined by

δd(x− a) = δ(x1 − a1) · · · δ(xd − ad) (8)

Instead of δd(x− a), one sometimes simply writes δ(x− a). Verify that∫
Rd
δd(x− a) f(x) ddx = f(a) . (9)

(b) For a generalized orthonormal basis (GONB) with continuous parameter, {φk : k ∈ Rd}, one
requires that

〈φk1 |φk2〉 = δd(k1 − k2) . (10)

Verify this relation for the basis functions of Fourier transformation,

φk(x) = (2π)−d/2eik·x . (11)

(c) Verify that every φk as given by (11) is an eigenfunction of each momentum operator Pj =
−i~∂/∂xj, j = 1, . . . , d. Thus, (11) defines a GONB that simultaneously diagonalizes all Pj. It is
therefore called the momentum basis.

(d) Now consider another basis, given by

φy(x) = δd(x− y) . (12)

Verify Eq. (10) for these functions. Then verify that every φy is an eigenfunction of each posi-
tion operator Xjψ(x) = xjψ(x), j = 1, . . . , d. Thus, (12) defines a GONB that simultaneously
diagonalizes all Xj. It is therefore called the position basis.

Problem 7: Here is a generalization of the spectral theorem, for simplicity formulated in finite
dimension: If the self-adjoint d× d matrices A and B commute, then they can be simultaneously
unitarily diagonalized, i.e., there is an orthonormal basis {φ1, . . . , φd} such that each φj is an
eigenvector of A and an eigenvector of B.

Show that a d× d matrix C can be unitarily diagonalized iff C commutes with C†. Such a matrix
is called “normal.”
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