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Disclaimer

These are the slides of a six hours course given at the winter school on
“Mathematical Challenges in Quantum Mechanics” at La Sapienza, Rome,
in February 2018.

The course starts with an elementary introduction to basic ideas and
concepts of adiabatic theorems in quantum mechanics, without trying to be
historically accurate. In particular, the version of Kato’s adiabatic theorem I
present in section 1 is not really Kato’s theorem, but includes ideas and
aspects developed later on by many groups, including Avron, Nenciu, Seiler,
Simon and many others. Also the super-adiabatic theorem of section 3 is a
merger of different approaches and reflects my own view on the adiabatic
problem today.

Apart from the extended introduction, the course is almost exclusively
focussed on the time-adiabatic problem, i.e. the adiabatic limit of
Hamiltonians depending slowly on time. The space-adiabatic problem is
only touched upon in the very last section. There are also many further
aspects of adiabatic theory that are mentioned only briefly or not at all and
the list of references is certainly far from complete.



0. Basic principle: adiabatic decoupling

.

. slow degrees

. of freedom.

⇐⇒
.
. fast degrees
. of freedom.

Goal: Effective equations of motion only for the slow variables

⇒ Reduction of complexity in large systems.
⇒ Simple and explicit formulas for certain quantities.

Example: Spinning top

Slow degree of freedom = rotation axis

Fast degree of freedom = rotation angle

.
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0. Basic principle: adiabatic decoupling

I Spins in an external field:

slow variation of
the external field

⇔ fast spin
oscillations

I Molecules:
slow nuclei ⇔ fast electrons

I Charged particles in the radiation field:
slow particles ⇔ fast photons

I Electrons in a crystal:

slow macroscopic
dynamics

⇔ fast dynamics on the
scale of the lattice

I Strong constraining forces:

slow motion tangent to
the constraint manifold

⇔ fast motion normal to
the constraint manifold
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Stiff pendulum

.

configuration space = circle

spring pendulum

configuration space = R2
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0. Example: Realising constraints

In the following we look
at the model problem

V
(
x , y

ε

)
= − x2

2 + ω(x)2

2

( y
ε

)2

for ε = 1
5 with

ω(x) =
√

2(1 + x4).

Newton’s law

q̈(t) = −∇V (q(t))

Schrödinger equation

i∂tψ(t, q) = −1
2 ∆qψ(t, q)+V (q)ψ(t, q)

.



0. Example: Realising constraints

Classical motion in 2d-pot. V
(
x , y

ε

)
= − x2

2 + ω(x)2

2

( y
ε

)2
for ε = 1

5 .
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Classical motion in 2d-pot. V
(
x , y

ε

)
= − x2

2 + ω(x)2

2

( y
ε

)2
for ε = 1

5 .

Classical motion in the 1d-potential V (x) = − x2

2 + I0 ω(x) obtained

from “adiabatic invariance” of the action E(x)
ω(x) in the normal mode.
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0. Example: Realising constraints

Schrödinger eq. in 2d-pot. V
(
x , yε

)
= − x2

2 + ω(x)2

2

( y
ε

)2
for ε = 1

5 .
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0. Example: Realising constraints

Comparison with the solution of an effective 1d-Schrödinger equation
with potential V (x) = − x2

2 + ω(x)
2 obtained from the ground state

energy ω(x)
2 of the normal mode.


clpend_n2000_eps0_2_nxy8.avi
Media File (video/avi)



0. Example: Realising constraints

The Schrödinger operator on R2 with confining potential reads

H = − d2

dx2
− d2

dy2
+

1

ε2
V
(
x ,

y

ε

)
on L2(R2

x ,y ) .

Multiplying by ε2 and substituting ỹ = y/ε the Hamiltonian becomes

Hε = −ε2 d2

dx2
− d2

dỹ2
+ V (x , ỹ) =: −ε2 d2

dx2
+ Hf(x) .

Here

Hf(x) = − d2

dỹ2
+ V (x , ỹ) on L2(Rỹ )

is the Hamiltonian for the fast degree of freedom ỹ at fixed slow
configuration x .



0. Example: Realising constraints

The Schrödinger operator on R2 with confining potential reads

H = − d2

dx2
− d2

dy2
+

1

ε2
V
(
x ,

y

ε

)
on L2(R2

x ,y ) .

Multiplying by ε2 and substituting ỹ = y/ε the Hamiltonian becomes
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+ V (x , ỹ) =: −ε2 d2

dx2
+ Hf(x) .

Here

Hf(x) = − d2

dỹ2
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0. Example: Realising constraints

Hf(x) = − d2

dỹ2
+ V (x , ỹ) on L2(Rỹ )

Assume that Hf(x) has a normalized eigenfunction ϕE (x , ỹ),

Hf(x)ϕE (x , ·) = E (x)ϕE (x , ·) ,
corresponding to an eigenvalue E (x).



0. Example: Realising constraints

Hf(x) = − d2

dỹ2
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0. Example: Realising constraints

Since for Ψ(x , y) := ψ(x)ϕE (x , y)

(HεΨ)(x , y) =
(
−ε2 d2

dx2 + Hf(x)
)
ψ(x)ϕE (x , y)

=
[(
−ε2 d2

dx2 + E (x)
)
ψ(x)

]
ϕE (x , y)

− 2ε
(
ε d

dxψ(x)
) (

d
dxϕE (x , y)

)
− ε2ψ(x)

(
d2

dx2ϕE (x , y)
)
,

one expects that the subspace

PE :=
{
ψ(x)ϕE (x , y) |ψ ∈ L2(Rx)

}
⊂ L2(R2

x ,y )

is approximately invariant under the dynamics of Hε and that for
initial data Ψε

0 = ψε0ϕE in PE the solution satisfies

Ψε(t, x , y) =
(
e−iHεtΨε

0

)
(x , y) ≈

(
e−iHεeff tψε0

)
(t, x)ϕE (x , y) .
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0. Example: Realising constraints

To determine Hε
eff we project in

(HεψεϕE )(x , y) =
[(
−ε2 d2

dx2 + E (x)
)
ψε(x)

]
ϕE (x , y)

− 2ε
(
ε d

dxψ
ε(x)

) (
d
dxϕE (x , y)

)
− ε2ψε(x)

(
d2

dx2ϕE (x , y)
)
,

back onto PE ,

〈ϕ(x),Hεψεϕ(x)〉L2(Ry ) =
(
−ε2 d2

dx2 + E (x)
)
ψε(x)

− 2ε
(
ε d

dxψ
ε(x)

)
〈ϕ(x), ϕ′(x)〉 − ε2ψε(x)〈ϕ(x), ϕ′′(x)〉

=:
((

iε d
dx + εA(x)

)2
+ E (x) + ε2V (x)

)
ψε(x)

=: Hε
eff ψ

ε(x) .



0. Example: Realising constraints

Hence,

Hε
eff =

(
iε

d

dx
+ εA(x)

)2

+ E (x) + ε2V (x)

with the connection coefficient of the Berry connection

A(x) = i〈ϕ(x), ϕ′(x)〉

and a potential term

V (x) = 〈ϕ′(x), (1− PE )ϕ′(x)〉 ,

which in the context of the Born-Oppenheimer approximation is
called the Born-Huang potential.



0. Example: Realising constraints

Let
UE : PE → L2(Rx) , ψ(x)ϕE (x , y) 7→ ψ(x)

the bijective identification operator.

Then

Hε
diag := PE Hε PE = U∗E Hε

eff UE .
In what sense and on which timescale is it true that(

e−iHεt − U∗E e−iHεeff t UE
)
PE

ε→0−→ 0 ?

Looking at

Hε
eff =

(
iε d

dx + εA(x)
)2

+ E (x) + ε2V (x)

suggests to look at solutions ψε such that the kinetic energy

‖ε d

dx
ψε‖2 = O(1)

instead of

‖ε d

dx
ψε‖2 = O(ε2) .



0. Example: Realising constraints

Let
UE : PE → L2(Rx) , ψ(x)ϕE (x , y) 7→ ψ(x)

the bijective identification operator. Then

Hε
diag := PE Hε PE = U∗E Hε

eff UE .
In what sense and on which timescale is it true that(

e−iHεt − U∗E e−iHεeff t UE
)
PE

ε→0−→ 0 ?

Looking at

Hε
eff =

(
iε d

dx + εA(x)
)2

+ E (x) + ε2V (x)

suggests to look at solutions ψε such that the kinetic energy

‖ε d

dx
ψε‖2 = O(1)

instead of

‖ε d

dx
ψε‖2 = O(ε2) .



0. Example: Realising constraints

Let
UE : PE → L2(Rx) , ψ(x)ϕE (x , y) 7→ ψ(x)

the bijective identification operator. Then

Hε
diag := PE Hε PE = U∗E Hε

eff UE .
In what sense and on which timescale is it true that(

e−iHεt − U∗E e−iHεeff t UE
)
PE

ε→0−→ 0 ?

Looking at

Hε
eff =

(
iε d

dx + εA(x)
)2

+ E (x) + ε2V (x)

suggests to look at solutions ψε such that the kinetic energy

‖ε d

dx
ψε‖2 = O(1)

instead of

‖ε d

dx
ψε‖2 = O(ε2) .



0. Example: Realising constraints

Since ε = m−1/2, such solutions propagate at a speed of order ε.

To see propagation over distances of order one, we have to wait for
times of order 1/ε, or look at the problem(

e−iHεt/ε − U∗E e−iHεeff t/ε UE
)
PE

ε→0−→ 0 ?

for finite times t.

A simple Duhamel expansion shows that(
e−iHε t

ε − e−iHεdiag
t
ε

)
PE = − i

ε e
−iHε t

ε

∫ t

0
eiHε s

ε (Hε − Hε
diag)PE e−iHεdiag

s
ε ds

= − i
ε e
−iHε t

ε

∫ t

0
eiHε s

ε [Hε,PE ]PE e−iHεdiag
s
ε ds

= − i
ε e
−iHε t

ε

∫ t

0
eiHε s

ε [−ε2 d2

dx2 ,PE (x)]︸ ︷︷ ︸
O(ε)

PE e−iHεdiag
s
ε ds

= O(1) .
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A simple Duhamel expansion shows that(
e−iHε t

ε − e−iHεdiag
t
ε

)
PE =

= − i
ε e
−iHε t

ε

∫ t

0
eiHε s

ε [−ε2 d2

dx2 ,PE (x)]︸ ︷︷ ︸
O(ε)

PE e−iHεdiag
s
ε ds = O(1) .

Hence, there is something to prove in order to establish the validity
of adiabatic approximations on relevant time-scales.

In this course we will focus on the time-adiabatic problem and
consider time-dependent Hamiltonians for the fast degrees of
freedom only.

The time-dependence is slow and can be thought off as originating
from a prescribed time-dependent configuration of the slow degress
of freedom or just from slowly varying external fields/parameters in
the Hamiltonian.
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0. Plan of the course

1. A modern version of Kato’s adiabatic theorem

2. Adiabatic theorems without spectral gap

3. Super-adiabatic approximations

4. Adiabatic currents in non-interacting fermion systems

5. Adiabatic theorems for extended interacting femion systems on
the lattice

6. The Kubo formula for the Hall conductance in interacting
fermion systems on the lattice

7. Non-equilibrium almost stationary states for interacting fermion
systems on the lattice



1. Kato’s adiabatic theorem

Consider the time dependent Schrödinger equation

i d
dt ψ(t) = H ψ(t) , ψ(0) = ψ0 ∈ H ,

where H is a self-adjoint operator on H with domain D(H) ⊂ H.
Let P be a spectral projection of H, e.g. the orthogonal projection on
the eigenspace of an eigenvalue E , then

[P,H] = 0 .

Hence RanP ⊂ H is an invariant subspace for H, i.e.

ψ0 ∈ RanP ⇒ ψ(t) = e−iEtψ0 ∈ RanP for all t ∈ R ,

or more compactly

[P, e−iHt ] = 0 for all t ∈ R .

What happens, if H and thus also P and E depend on t ?



1. Kato’s adiabatic theorem

Now consider the time dependent Schrödinger equation

i d
dt ψ(t) = H(t)ψ(t) , ψ(0) = ψ0 ∈ H ,

with a time-dependent Hamiltonian H(t) and U(t, 0) the
corresponding unitary evolution family, i.e.

i d
dt U(t, 0) = H(t)U(t, 0) , U(0, 0) = 1H .

Let P(t) be the spectral projection of H(t) corresponding to the
eigenvalue E (t), then again

[P(t),H(t)] = 0 for all t ∈ R .

Is it still true that

ψ0 ∈ RanP(0) ⇒ ψ(t) ∈ RanP(t) for all t ∈ R

or, put differently, that

U(t, 0)∗ P(t)U(t, 0) = P(0) ?

No!



1. Kato’s adiabatic theorem

Is it true that
U(t)∗ P(t)U(t) = P(0) ?

No! To see this, just take derivatives on both sides!

d
dt

(
U(t)∗IIP(t)U(t)

)
= iU(t)∗ [H(t), P(t)]U(t) + U(t)∗ Ṗ(t)U(t)

= U(t)∗ Ṗ(t)U(t) 6= 0 .

Idea: If Ṗ(t) is small, the equality should hold at least approximately.

Adiabatic limit: Mathematically we implement the slow variation by
introducing the small adiabatic parameter ε� 1 in the
time-dependence of the Hamiltonian.
On the fast time-scale the Schrödinger equation reads

i d
ds U

ε
f (s) = H(εs)Uε

f (s) , Uf(0) = 1H .
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Idea: If Ṗ(t) is small, the equality should hold at least approximately.

Adiabatic limit: Mathematically we implement the slow variation by
introducing the small adiabatic parameter ε� 1 in the
time-dependence of the Hamiltonian.
On the fast time-scale the Schrödinger equation reads

i d
ds U

ε
f (s) = H(εs)Uε

f (s) , Uf(0) = 1H .
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Adiabatic limit: Mathematically we implement the slow variation by
introducing the small adiabatic parameter ε� 1 in the
time-dependence of the Hamiltonian. On the fast time-scale the
Schrödinger equation reads

i d
ds U

ε
f (s) = H(εs)Uε

f (s) , Uf(0) = 1H .

Now we have
d
ds (U∗

f (s)P(εs)Uf(s)) = iU∗
f (s)[H(εs),P(εs)]Uf(s) + U∗

f (s)εṖ(εs)Uf(s)

= εU∗
f (s)Ṗ(εs)Uf(s) = O(ε) .

However, in order to see variations of H of order one, we consider
times s of order ε−1, e.g. s ∈ [0, ε−1T ] for some fixed T ∈ R. But
then we are back to

‖Uf(s)∗ P(εs)Uf(s)− P(0)‖ =

∥∥∥∥∥
∫ T/ε

0

ds d
ds (Uf(s)∗ P(εs)Uf(s))

∥∥∥∥∥
≤ T

ε
· Cε = T · C .



1. Kato’s adiabatic theorem

On the fast time-scale the Schrödinger equation reads

i d
ds U

ε
f (s) = H(εs)Uε

f (s) , Uf(0) = 1H .

A change of variable t = εs to the slow time-scale yields

i ε d
dt U

ε(t) = H(t)Uε(t) , Uε(0) = 1H .

for
Uε(t) = Uε

f ( tε) .

From now on we always use the slow or macroscopic time-scale. Note
that now H(t) and P(t) are independent of ε, but the solution Uε(t)
depends on ε.
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1. Kato’s adiabatic theorem
The gap condition

Let H : R→ L(D,H) , t 7→ H(t)

be a continuous family of self-adjoint operators defined on a common
dense domain D ⊂ H and

σ∗(t) ⊂ σ(t)

a subset of the spectrum σ(t) of H(t) with spectral projection P(t).

We say that σ∗(t) is separated by a uniform gap g if there are
two bounded continuous functions f± ∈ Cb(R,R) defining an interval
I (t) = [f−(t), f+(t)] such that

σ∗(t) = σ(t) ∩ I (t)

and

inf
t∈R

dist(f±(t), σ(t)) ≥ g/2 .
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1. Kato’s adiabatic theorem

The Adiabatic Theorem (popular version):
Adiabatic invariance of gapped spectral subspaces

Let H ∈ C 2
b (R,L(D,H)) and let σ∗(t) ⊂ σ(t) satisfy the gap

condition.

Then P ∈ C 2
b (R,L(H,D)) and there exists C <∞ such that

for all t ∈ R
‖P(t)Uε(t)− Uε(t)P(0)‖ = ‖Uε(t)∗P(t)Uε(t)− P(0)‖

≤ εC (1 + |t|) .

Consequently, the solution of

i ε d
dt ψ(t) = H(t)ψ(t) , ψ(0) = ψ0 ∈ P(0)H ,

remains within the subspace P(t)H up to terms of order ε,

‖P(t)⊥ψ(t) ‖ ≤ εC (1 + |t|) ‖ψ0‖ .
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1. Kato’s adiabatic theorem

The Adiabatic Theorem: Kato’s adiabatic evolution ’50

Let H ∈ C 2
b (R,L(D,H)) and let σ∗(t) ⊂ σ(t) satisfy the gap condi-

tion. Then P ∈ C 2
b (R,L(H,D)).

Define the adiabatic Hamiltonian

Ha(t) := H(t) + ε i[Ṗ(t),P(t)] =: H(t) + εK (t)

and the adiabatic evolution Uε
a as the solution to

i ε d
dt U

ε
a(t) = Ha(t)Uε

a(t) , Uε
a(0) = 1H .

Then
Uε

a(t)∗ P(t)Uε
a(t) = P(0)

and there exists a constant C <∞ such that for all t ∈ R

‖Uε(t)− Uε
a(t) ‖ ≤ εC (1 + |t|) .
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1. Kato’s adiabatic theorem

Note that
‖Uε(t)− Uε

a(t) ‖ ≤ εC (1 + |t|)

together with
P(t)Uε

a(t) = Uε
a(t)P(0)

implies immediately the adiabatic invariance of the spectral
subspaces P(t):

‖P(t)Uε(t)− Uε(t)P(0) ‖ ≤ ‖P(t)Uε(t)− P(t)Uε
a(t)‖

+ ‖P(t)Uε
a(t)− Uε(t)P(0) ‖

≤ ‖Uε(t)− Uε
a(t)‖

+ ‖Uε
a(t)P(0)− Uε(t)P(0) ‖

≤ 2 εC (1 + |t|) .
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1. Kato’s adiabatic theorem (proof)

Step 1: Regularity of the spectral projection P(t)

Riesz’ formula reads

P(t) =
i

2π

∮
γ(t)

dζ (H(t)− ζ)−1 ,

where γ(t) ⊂ C is a positively oriented closed curve encircling σ∗(t)
once such that

inf
t∈R

dist(γ(t), σ(t)) = g/2 .

Such curves γ(t) exist because of the gap condition!

The continuity of f± implies that for |h| small enough γ(t + h) is
homotopic to γ(t) in the resolvent set of H(t + h). Thus for |h| small
enough

P(t+h) =
i

2π

∮
γ(t+h)

dζ (H(t+h)−ζ)−1 =
i

2π

∮
γ(t)

dζ (H(t+h)−ζ)−1 .
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1. Kato’s adiabatic theorem (proof)

Hence,

(∗) d
dtP(t) =

i

2π

∮
γ(t)

dζ d
dt (H(t)−ζ)−1 , .

provided that the resolvent R(ζ, t) := (H(t)− ζ)−1 is differentiable.

But this follows from differentiating the identity

1H = (H(t)− ζ)R(ζ, t)

with respect to t,

Ṙ(ζ, t) = −R(ζ, t) Ḣ(t)R(ζ, t) .

This shows that H ∈ Cn(R,L(D,H)) implies that also
R(ζ) ∈ Cn(R,L(H,D)) for any ζ in the resolvent set.

With (∗) it follows that P ∈ C 2(R,L(H,D)).
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1. Kato’s adiabatic theorem (proof)

Step 2: The adiabatic evolution

Recall the adiabatic Hamiltonian

Ha(t) := H(t) + εK (t)

and the adiabatic evolution

i ε d
dt U

ε
a(t) = Ha(t)Uε

a(t) , Uε
a(0) = 1H .

As before we prove the claim that

Uε
a(t)∗ P(t)Uε

a(t)− P(0) = 0

by noting that it holds at time t = 0 and by differentiating:

d
dt U

ε
a(t)∗ P(t)Uε

a(t) =

= Uε
a(t)∗ Ṗ(t)Uε

a(t) + i
ε (Uε

a(t)∗ [Ha(t), P(t)]Uε
a(t))

= Uε
a(t)∗

(
Ṗ(t) + i [K (t), P(t)]

)
Uε

a(t)



1. Kato’s adiabatic theorem (proof)

d
dt U

ε
a(t)∗ P(t)Uε

a(t) = Uε
a(t)∗

(
Ṗ(t) + i [K (t), P(t)]

)
Uε

a(t)

Parallel transport lemma

Ṗ(t) = [[Ṗ(t),P(t)], P(t)]

and thus
i d
dtP(t) = [K (t), P(t)] ,

where K (t) = i [Ṗ(t),P(t)].

Proof. Ṗ(t) is block off-diagonal with respect to P(t), i.e.

Ṗ(t) = d
dtP(t)2 = Ṗ(t)P(t) + P(t) Ṗ(t)

= P(t)⊥ Ṗ(t)P(t) + P(t) Ṗ(t)P(t)⊥ ,

and thus

[[Ṗ(t),P(t)], P(t)] = Ṗod(t) = Ṗ(t) .
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Ṗ(t) = d
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1. Kato’s adiabatic theorem (proof)

Step 3: Comparison of Uε(t) and Uε
a(t)

By the fundamental theorem of calculus we have

Uε(t)− Uε
a(t) = Uε(t) (1− Uε(t)∗ Uε

a(t))

= −Uε(t)

∫ t

0
dt ′

d

dt ′

(
Uε(t ′)∗ Uε

a(t ′)
)

= − i

ε
Uε(t)

∫ t

0
dt ′ Uε(t ′)∗

(
H(t ′)− Ha(t ′)

)
Uε

a(t ′)

= iUε(t)

∫ t

0
dt ′ Uε(t ′)∗ K (t ′)Uε

a(t ′) .

To show that this integral is small one uses that the integrand is
oscillatory, more precisely, that it is the time derivative of a small
oscillatory function, e.g. as in∫ t

0
eit′/ε︸︷︷︸
=O(1)

dt ′ = −iε eit/ε .
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Step 3: Comparison of Uε(t) and Uε
a(t)

By the fundamental theorem of calculus we have

Uε(t)− Uε
a(t) = iUε(t)

∫ t

0
dt ′ Uε(t ′)∗ K (t ′)Uε

a(t ′) .

To show that this integral is small one uses that the integrand is
oscillatory, more precisely, that it is the time derivative of a small
oscillatory function, e.g. as in∫ t

0
eit′/ε︸︷︷︸
=O(1)
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To do so, we first write K (t) as a commutator

K (t) = [H(t),F (t)]

for some operator-valued function F (t).



1. The inverse of the commutator adH(·) = [H , ·]
Let P be a gapped spectral projection of H and let

Ldia(H) := {A ∈ L(H) |A = PAP + P⊥AP⊥}
Lod(H) := {A ∈ L(H) |A = PAP⊥ + P⊥AP} .

Then for A ∈ ker adH , i.e. adH(A) = [H,A] = 0 we have also
[P,A] = 0 and hence A ∈ Ldia(H). Therefore

adH : Lod(H)→ Lod(H) , A 7→ [H,A]

is injective. It is also surjective, as can be seen by writing the unique
solution of [H,A] = B as follows,

A =
1

2πi

∫
γ

(H − z)−1 [B,P] (H − z)−1dz ,

where γ is a closed curve in the resolvent set encircling σ∗ once in
the positive direction.
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1. The inverse of the commutator adH(·) = [H , ·]

If σ∗ = {E} is an eigenvalue, then

A = (H − E )−1P⊥BP − PBP⊥(H − E )−1 ,

where the reduced resolvent

‖(H − E )−1P⊥‖ ≤ 1

g

is well defined, since

σ (H|ranP⊥) = σ(H) \ {E} .
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With
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we have
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‖Ḟ (s)‖

)
= O(ε(1 + |t|)) .



1. Kato’s adiabatic theorem (proof)

Now we can do the integration by parts:

‖Uε(t)− Uε
a(t)‖ =

∥∥∥∥∫ t

0
dt ′ Uε(t ′)∗ K (t ′)Uε(t ′)Uε(t ′)∗ Uε

a(t ′)

∥∥∥∥
=

∥∥∥∥∫ t

0
dt ′
{(

d
dt′G (t ′)

)
Uε(t ′)∗Uε

a(t ′)− iεUε(t ′)∗Ḟ (t ′)Uε
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1. Kato’s adiabatic theorem (proof)

The proof yields explicit error bounds: for an isolated eigenvalue
σ∗(t) = {E (t)} with gap g(t) := dist(E (t), σ(H(t)) \ {E (t)}) it
holds that

‖Uε(t)− Uε
a(t)‖ ≤ 2ε

{
‖Ṗ(t)‖
g(t)

+
‖Ṗ(0)‖
g(0)

+

∫ t

0

(
2‖Ṗ(s)‖2

g(s)
+
‖P̈(s)‖
g(s)

+
‖Ṗ(s)‖ ‖Ḣ(s)‖

g(s)2

)
ds

}



1. First remarks on the Berry connection

The cartesian product EH := R×H can be seen as a trivial vector
bundle with base space R and fibres EHt = H.

The spectral projections P(t) define a subbundle

EP := { (t, ψ) ∈ R×H |ψ ∈ P(t)H} ,
sometimes called the eigenspace bundle.

A section ψ ∈ Γ(EH) of the trivial bundle EH = R×H is just a map

ψ : R→ H .
A section ψ ∈ Γ(EP) of the eigenspace bundle EP is a map
ψ : R→ H with

P(t)ψ(t) = ψ(t) for all t ∈ R .
A connection D on a vector bundle E over R is a “derivative”, i.e. a
C-linear map

D : Γ(E)→ Γ(E)

satisfying the Leibniz rule

D(f ψ) = ḟ ψ + f Dψ for all f ∈ C∞(R).
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D(f ψ) = ḟ ψ + f Dψ for all f ∈ C∞(R).



1. First remarks on the Berry connection

The cartesian product EH := R×H can be seen as a trivial vector
bundle with base space R and fibres EHt = H.

The spectral projections P(t) define a subbundle

EP := { (t, ψ) ∈ R×H |ψ ∈ P(t)H} ,
sometimes called the eigenspace bundle.

A section ψ ∈ Γ(EH) of the trivial bundle EH = R×H is just a map

ψ : R→ H .
A section ψ ∈ Γ(EP) of the eigenspace bundle EP is a map
ψ : R→ H with

P(t)ψ(t) = ψ(t) for all t ∈ R .
A connection D on a vector bundle E over R is a “derivative”, i.e. a
C-linear map

D : Γ(E)→ Γ(E)

satisfying the Leibniz rule
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1. First remarks on the Berry connection

The trivial connection on R×H is

(Dψ)(t) = d
dtψ(t) .

The induced connection on the subbundle PH is

(DBψ)(t) = P(t) d
dtψ(t) , the “Berry connection”.

A section ψ ∈ Γ(E) is called parallel for a connection D, if

Dψ(t) ≡ 0 .

Given ψ0 ∈ Et0 , there exists a unique parallel section ψ ∈ Γ(E) such
that ψ(t0) = ψ0. The map T (t, t0) : Et0 → Et , ψ0 7→ ψ(t), is called
the parallel transport map of the connection D.

The parallel transport map of the Berry connection on the eigenspace
bundle EP is given by the solution to

i d
dtT (t, t0) = K (t)T (t, t0) with T (t0, t0) = idH ,

where K (t) = i[Ṗ(t),P(t)] is Kato’s generator of the adiabatic
evolution.
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1. First remarks on the Berry connection

Hence, if σ∗(t) = {E (t)} is an isolated eigenvalue, then the adiabatic
evolution Uε

a(t, t0) generated by

Ha(t) = H(t) + εK (t)

acts on initial data ψ ∈ ranP(t0) as

Uε
a(t, t0)ψ = e

− i
ε

∫ t
t0
E(s)ds

T (t, t0)ψ ,

i.e. by parallel transport and a so called dynamical phase.



1. Kato’s adiabatic theorem

Generalizations and variants of the adiabatic theorem:

I Adiabatic theorems without spectral gap condition

I Higher order adiabatic theorems, i.e. with O(εN) error bounds
for N > 1, so called super-adiabatic theorems

I Adiabatic theorems for systems with slow degrees of freedom, so
called space-adiabatic theorems



2. Adiabatic theorem without spectral gap

Bornemann ’98 and Avron, Elgart ’99 realized independently that
under certain conditions an adiabatic theorem can also hold in
absence of a spectral gap.

An adiabatic theorem without gap condition (T. ’01)

Let H ∈ C 1(R,L(D,H)), let E ∈ C (R) and P ∈ C 2(R,L(H)) such
that

H(t)P(t) = E (t)P(t) for all t ∈ R

and such that P(t) is the finite rank spectral projection onto the ei-
genspace of the eigenvalue E (t) of H(t) for almost all t ∈ R.

Then
Uε

a(t)∗ P(t)Uε
a(t) = P(0)

and
lim
ε→0
‖Uε(t)− Uε

a(t) ‖ = 0

uniformly on bounded intervals in time.
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2. Adiabatic theorem without spectral gap

In Kato’s proof of the adiabatic theorem we used the gap condition
at two places:

I To show the regularity of the spectral projection.

This we now have by assumption!

I To solve
[H(t),F (t)] = K (t)

in terms of

F = (H − E )−1P⊥KP − PKP⊥(H − E )−1 .

In absence of a spectral gap, the reduced resolvent
(H − E )−1P⊥ is not a bounded operator!

Idea: Replace F by

F δ = (H − E + iδ)−1P⊥KP − PKP⊥(H − E + iδ)−1 ,

proceed as in the previous proof, and take δ = δ(ε)→ 0 when ε→ 0.
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2. Adiabatic theorem without spectral gap (proof)
With

F δ = (H − E + iδ)−1P⊥KP − PKP⊥(H − E + iδ)−1 ,

we have

[H,F δ] = [H − E + iδ,F δ]

= K − iδ
(
PKP⊥(H − E + iδ)−1 + (H − E + iδ)−1P⊥KP

)

Proceeding exactly as in the previous proof, we find that

‖Uε(t)− Uε
a(t)‖ ≤ C (1 + |t|)×

sup
s∈[0,t]

(
ε‖F δ(s)‖+ ε‖Ḟ δ(s)‖ +

∫ t

0
‖δ(H − E + iδ)−1P⊥KP‖ds

)
≤ C (1 + |t|)

(
ε

δ
+

ε

δ2
+

∫ t

0
‖δ(H − E + iδ)−1P⊥KP‖ds

)
,

where in the last inequality we used

‖(H − z)−1‖ =
1

dist(z , σ(H))
.
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1

dist(z , σ(H))
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With

F δ = (H − E + iδ)−1P⊥KP − PKP⊥(H − E + iδ)−1 ,

we have

[H,F δ] = [H − E + iδ,F δ]

= K − iδ
(
PKP⊥(H − E + iδ)−1 + (H − E + iδ)−1P⊥KP

)
Proceeding exactly as in the previous proof, we find that

‖Uε(t)− Uε
a(t)‖ ≤ C (1 + |t|)×

sup
s∈[0,t]

(
ε‖F δ(s)‖+ ε‖Ḟ δ(s)‖ +
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2. Adiabatic theorem without spectral gap (proof)

Lemma

Let H be a self-adjoint operator on some Hilbert space H. Let E an
eigenvalue of H with spectral projection P. The for all ψ ∈ P⊥H

lim
δ→0
‖δ(H − E + iδ)−1ψ‖ = 0 .

Proof.
By dominated convergence

lim
δ→0

δ2‖(H−E+iδ)−1ψ‖2 = lim
δ→0

∫
σ(H)

δ2

(λ− E )2 + δ2
dµψ(λ) = µψ({E}) ,

where µψ dentoes the spectral measure of H for ψ. Since ψ is
orthogonal to the spectral subspace of E , µψ({E}) = 0.
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2. Adiabatic theorem without spectral gap (proof)

Hence, since the range of P(s) is finite dimensional,

lim
δ→0
‖δ(H(s)− E (s) + iδ)−1P⊥(s)K (s)P(s)‖ = 0 (∗)

for almost all s ∈ R.

Choosing δ(ε) = ε
1
4 , we find by dominated convergence that

lim
ε→0
‖Uε(t)− Uε

a(t)‖ ≤

≤ lim
ε→0

C (1 + |t|)
(
ε

δ
+

ε

δ2
+

∫ t

0
‖δ(H − E + iδ)−1P⊥KP‖ds

)
= 0 .

In concrete models one can obtain also a rate of convergence by
analysing the rate of convergence in (∗) and optimizing δ(ε).
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2. Adiabatic theorem without spectral gap

Applications and extensions:

I T. ’02: Effective dynamics in the massless Nelson model

I Abou-Salem, Fröhlich ’05: Adiabatic theorems and reversible
isothermal processes

I Tenuta, T. ’08: Effective dynamics for particles coupled to a
quantized scalar field

I Tenuta ’08: Quasi-static limits in nonrelativistic quantum
electrodynamics

I von Keler, T. ’12: Non-adiabatic transitions in a massless scalar
field



2. Adiabatic theorem: Further extensions

Adiabatic theorems for resonances

I Abou-Salem, Fröhlich ’07: Adiabatic theorems for quantum
resonances

I Faraj, Mantile, Nier ’11: Adiabatic evolution of 1D shape
resonances

I T., Wachsmuth ’12: Spontaneous decay of resonant energy
levels for molecules with moving nuclei

Adiabatic theorems for non-self-adjoint generators

Nenciu, Rasche ’92; Abou-Salem ’07; Joye ’07; Schmid ’12;

Avron, Fraas, Graf, Grech ’12

Adiabatic pair creation

Nenciu ’87; Dürr, Pickl ’08; Cornean, Jensen, Knörr, Nenciu ’17
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3. Super-adiabatic approximations

Can one improve the order of the error in the presence of a
spectral gap ?
Not in a naive way, since due to the boundary terms indeed∥∥∥P(t)⊥ Uε(t)P(0)

∥∥∥ = O(ε)

but not smaller.

Variant of the Adiabatic Theorem by Avron, Seiler, Yaffe ’84

Let H ∈ C∞(R,Lsa(H)) such that

supp Ḣ ⊂ [0,T ] .

Then for any N ∈ N there is a constant CN < ∞ such that for all
t /∈ (0,T )

‖Uε(t)− Uε
a(t) ‖ ≤ CN ε

N

and, in particular,

‖Uε(t)∗P(t)Uε(t)− P(0)‖ ≤ CN ε
N .
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3. Super-adiabatic approximations

As was realized for example by Lenard (1959), Garrido (1964),
Nenciu (1981), and Berry (1990), under the same conditions there
exist slightly tilted super-adiabatic subspaces

PεN(t) = P(t) +O(ε)

such that

‖Uε(t, s)∗PεN(t)Uε(t, s)− PεN(s)‖ ≤ CN ε
N |t − s|

for all t, s ∈ R and such that

PεN(t) = P(t)

for t /∈ supp Ḣ.



3. Super-adiabatic approximations

Super-Adiabatic Theorem

Let H ∈ CN+1
b (R,L(D,H)) and let σ∗(t) ⊂ σ(t) satisfy the gap con-

dition. There exist operator-valued functions V ε,K ε ∈ C 1
b (R,L(H))

such that V ε(t) is unitary and K ε(t) is self-adjoint for all t ∈ R. Let

Hε
a(t) := H(t) + εK ε(t) .

Then the solution to

i ε d
dt U

ε
a(t, s) = Hε

a(t)Uε
a(t, s) , Uε

a(s) = 1H

satisfies
Uε

a(t, s)∗ P(t)Uε
a(t, s) = P(s)

and there exists a constant C <∞ such that for all t ∈ R∥∥∥Uε(t, s)− V ε(t)Uε
a(t, s)V ε(s)∗︸ ︷︷ ︸

=: Uε
sa(t)

∥∥∥ ≤ εN C |t − s| .
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3. Super-adiabatic approximations

Thm continued

If dn

dtnH(t ′) = 0 for some t ′ ∈ R and all n = 1, . . . ,N, then

V ε(t ′) = id and K ε(t ′) = 0 .

Corollary: super-adiabatic projection

The super-adiabatic projection

Pε(t) := V ε(t)P(t)V ε(t)∗

satisfies
‖Uε(t, s)∗Pε(t)Uε(t, s)− Pε(s)‖ ≤ C εN |t − s|

for all t, s ∈ R.

If dn

dtnH(t ′) = 0 for some t ′ ∈ R and all n = 1, . . . ,N, then

Pε(t ′) = P(t ′) .
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3. Super-adiabatic approximations (proof)

Again by the fundamental theorem of calculus we have

Uε(t, s)− Uε
sa(t, s) = Uε(t, s) (1− Uε(t, s)∗Uε

sa(t, s))

= −Uε(t, s)

∫ t

0
dt ′

d

dt ′

(
Uε(t ′, s)∗Uε

sa(t ′, s)
)

and the claim follows if we can show that∥∥∥∥ d

dt

(
Uε(t, s)∗Uε

sa(t, s)
)∥∥∥∥ = O(εN) .



3. Super-adiabatic approximations (proof)

d

dt

(
U(t, s)∗Usa(t, s)

)
=

d

dt

(
U(t, s)∗V (t)Ua(t, s)V (s)∗

)

= i
ε (U(t, s)∗H(t)Usa(t, s)− U(t, s)∗V (t)Ha(t)Ua(t, s)V (s)∗)

+ U(t, s)∗V̇ (t)Ua(t, s)V (s)∗

= i
ε

(
U∗VV ∗HVUaV

∗ − U∗VHaUaV
∗
)

+ U∗V̇ V ∗VUaV
∗

= i
εU
∗V
(
V ∗HV − Ha + iεV̇ ∗V

)
V ∗VUaV

∗

=: U(t, s)∗ R(t)Usa(t, s) ,

where we used 0 = d
dt (VV ∗) = V̇ V ∗ + V V̇ ∗.

Hence, we need to choose V and Ha such that

‖V ∗(t)H(t)V (t)− Ha(t) + iεV̇ ∗(t)V (t)‖ = O(εN+1)

for all t ∈ R.
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3. Super-adiabatic approximations (proof)

We construct inductively smooth operator-valued functions
An,Kn ∈ CN+1−n(R,L(H,D)), n = 1, . . . ,N, such that with

Sε(t) :=
N∑

n=1
εn−1An(t)

the operators
V ε(t) := eiεSε(t)

and
K ε(t) :=

N∑
n=1

εnKn(t)
satisfy

‖V ∗HV −Ha + iεV̇ ∗V ‖ = ‖V ∗HV −H − εK + iεV̇ ∗V ‖ = O(εN+1) .

For K1 we already know that we should choose Kato’s generator of
the adiabatic evolution,

K1 = K = i[Ṗ,P] .
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3. Expanding V ∗HV − Ha + iεV̇ ∗V up to εN+1

Expanding V ∗HV yields

V ∗HV = e−iεSHeiεS

=
N∑

n=0

(−iε)n

n!
adnS(H) +

(−iε)N+1

(N + 1)!
e−iε̃SadN+1

S (H)eiε̃S

=:
N∑
µ=0

εµHµ + εN+1hN(ε) ,

where ε̃ ∈ [0, ε] and

adnS(H) := [S , [· · · · · · , [S , [S︸ ︷︷ ︸
n copies of S

,H]] · · · ]] .

Recalling that S =
∑N

n=1 ε
n−1An, we observe that

H0 = H , H1 = i adH(A1) , and Hµ = adH(Aµ)+Lµ for µ ≥ 2 ,

where Lµ depends only on A1, . . . ,Aµ−1.
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3. Expanding V ∗HV − Ha + iεV̇ ∗V up to εN+1

In order to expand iεV̇ ∗V , one uses Duhamel’s formula

iεV̇ ∗V = ε2

∫ 1

0
e−iλεS Ṡ eiλεS dλ ,

expands the integrand as a series of nested commutators, and
integrates term by term to find

iεV̇ ∗V = ε2
N−2∑
n=0

(−iε)n

(n + 1)!
adnS(Ṡ) +

(−iε)N+1

(N − 1)!

∫ 1

0
e−iλε̃SadN−1

S (Ṡ)eiλε̃S dλ

=
N∑
µ=2

εµQµ + εN+1qN(ε) ,

where Qµ depends only on A1, . . . ,Aµ−1 and Ȧ1, . . . , Ȧµ−1.



3. Expanding V ∗HV − Ha + iεV̇ ∗V up to εN+1

In summary we have that

V ∗HV−HN+iεV̇ ∗V =
N∑
µ=0

εµ (Hµ − Kµ + Qµ) + εN+1 (hN(ε) + qN(ε))

and now pick Aµ and Kµ inductively starting at µ = 0 in such a way
that

Hµ − Kµ + Qµ = 0

for µ = 0, . . . ,N.

µ = 0: H0 − K0 + Q0 = H − H + 0 = 0 X

µ = 1: H1 − K1 + Q1 = i adH(A1)− K1 = i [H,A1]− K
!

= 0

Since K = i[Ṗ,P] is off-diagonal,

i [H,A1] = K

has a unique off-diagonal solution A1 ∈ CN(R,L(H,D)).
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3. Expanding V ∗HV − Ha + iεV̇ ∗V up to εN+1

µ ≥ 2: Now assume that we constructed A1, . . . ,Aµ−1. Then we
need to specify Aµ and Kµ such that

Hµ − Kµ + Qµ = i [H,Aµ] + Lµ − Kµ + Qµ
!

= 0 . (∗)

Recall that Lµ and Qµ depend only on A1, . . . ,Aµ−1 and are thus
given at this stage. Putting

Kµ := (Lµ + Qµ)dia := P(Lµ + Qµ)P + P⊥(Lµ + Qµ)P⊥

and Aµ ∈ CN+1−µ(R,L(H,D)) equal to the unique off-diagonal
solution of

i [H,Aµ] = −(Lµ + Qµ)od

provides a solution of (∗).



3. Super-adiabatic approximations: Exponential estimates

Exponential bounds
Joye, Pfister ’91; Nenciu ’93; Sjöstrand ’93; Jung ’00

For t 7→ H(t) analytic one can replace O(εN) by O(e−
γ
ε ).

More than bounds: transition probabilities
Zener ’32; . . . ; Berry ’90; Joye, Kunz, Pfister ’91;. . .

Let t 7→ H(t) be analytic and matrix-valued, let σ∗(t) = {E (t)} be a
simple eigenvalue and let limt→±∞ ‖Ḣ(t)‖ = 0. Then

lim
t→∞

∥∥∥P⊥(t)Uε(t,−t)P(−t)
∥∥∥2

= 4 sin2
(πγ

2

)
e−

2τc
ε (1 + o(1)) .

“Landau-Zener formula”
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For t 7→ H(t) analytic one can replace O(εN) by O(e−
γ
ε ).

More than bounds: transition probabilities
Zener ’32; . . . ; Berry ’90; Joye, Kunz, Pfister ’91;. . .

Let t 7→ H(t) be analytic and matrix-valued, let σ∗(t) = {E (t)} be a
simple eigenvalue and let limt→±∞ ‖Ḣ(t)‖ = 0. Then
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3. Super-adiabatic approximations: Transition histories

More than bounds: adiabatic transition histories
Berry ’90; Hagedorn, Joye ’04; Betz, T. ’05

Let t 7→ H(t) be analytic and 2× 2-matrix-valued, let
σ∗(t) = {E (t)} be a simple eigenvalue and let limt→±∞ ‖Ḣ(t)‖ = 0.
Then

lim
t0→−∞

∥∥∥Pε⊥(t)Uε(t, t0)Pε(t0)
∥∥∥2

= 4 sin2
(πγ

2

)
e−

2τc
ε

(
erf
(

t√
2ετc

)
− 1
)2

where Pε(t) are the optimal superadiabatic projections.
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3. Super-adiabatic approximations: Transition histories
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3. Super-adiabatic approximations: Transition histories
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3. Super-adiabatic approximations: Transition histories

ε =
1

7
, n = 2

-10 -5 5 10
t

0.0005

0.001

0.0015

0.002

0.0025

0.003

�Ψ��t��



3. Super-adiabatic approximations: Transition histories
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3. Super-adiabatic approximations: Transition histories
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3. Super-adiabatic approximations: Transition histories
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3. Super-adiabatic approximations: Transition histories
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4. Adiabatic currents in non-interacting fermion systems

I H0 = −∆x on L2(R2
x)

I HΓ = −∆x + VΓ(x)

with VΓ(x + γ) = VΓ(x) for all x ∈ R2, γ ∈ Γ ∼ Z2

I HB0 = (−i∇x + A0(x))2

with dA0 = B0 = const.

I HΓ,B0 = (−i∇x + A0(x))2 + VΓ(x)

with Γ and B0 commensurable
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4. Adiabatic currents in non-interacting fermion systems

If the chemical potential µ lies in a gap of the spectrum of such a
one-body Hamiltonian H, then the one-body density matrix of the
ground state of a system of infinitely many non-interacting fermions
is given by the gapped spectral projection P = χ(−∞,µ](H).

If the Hamiltonian H = H(t) varies slowly in time, e.g. because of
changes in the lattice structure (piezoelectric effect) or because of
time-dependent external fields, then the time-dependent one-body
density matirx, i.e. the solution of the Liouville equation

iε
d

dt
ρε(t) = [H(t), ρε(t)] , ρε(0) = χ(−∞,µ](H(0)) ,

can be approximated using (super)adiabatic approximations as long
as the gap in which the chemical potential µ was initially located
doesn’t close.
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4. Adiabatic currents in non-interacting fermion systems

For the following somewhat informal discussion we assume that
t 7→ H(t) is a CN+2 family of Hamiltonians such that

I for fixed t the Hamiltonian H(t) is a periodic operator or a
covariant family of operators in such a way that the current
operator

Jε(t) := i
ε [H(t),X ]

is well defined (and then itself periodic resp. covariant) and the
trace per unit volume

τ(ρε(t) Jε(t)) := lim
Λ→Rd

1

|Λ|
tr(χΛ ρ

ε(t) Jε(t)χΛ)

is well defined.

I t 7→ µ(t) ∈ R is continuous and lies in a gap of the spectrum of
H(t) for all t ∈ R

I either H changes only on a compact interval, suppḢ ⊂ [0,T ],
or changes periodically, H(t + T ) = H(t).
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4. Adiabatic currents in non-interacting fermion systems

We are interested in the transported charge, i.e. the integrated
adiabatic current density, during one cycle,

∆Q :=

∫ T

0
τ(ρε(t) Jε(t))dt

when starting initially in the ground state

ρε(0) = χ(−∞,µ](H(0)) =: P(0)

for a compactly supported change of the Hamiltonian, or in the
superadiabatic state

ρε(0) = Pε(0)

for a periodic driving.



4. Adiabatic currents in non-interacting fermion systems
Theorem: Adiabatic charge transport

It holds that

∆Q =

∫ T

0
τ
(
P(t)

[
d
dtP(t), [X ,P(t)]

])
dt +O(εN) .

Moreover, the transported charge is a diffeotopy invariant: let H1(t) be
another family of gapped Hamiltonians that is diffeotopic to H(t) =:
H0(t), i.e. there exists a smooth gapped family of Hamiltonians H(t, α)
on [0,T ]× [0, 1] such that H(t, 0) = H0(t) and H(t, 1) = H1(t) and

I either H(0, α) = H0(0) and H(1, α) = H0(1)

I or dn

dtnH(·, α)|t=0 = dn

dtnH(·, α)|t=T for all α ∈ [0, 1] and
n = 1, . . . ,N + 2.

Then |∆Q1 −∆Q0| = O(εN) .
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dtnH(·, α)|t=T for all α ∈ [0, 1] and
n = 1, . . . ,N + 2.

Then |∆Q1 −∆Q0| = O(εN) .

I Panati, Sparber, T. ’09: H(t) = −∆ + VΓ(t) on L2(Rd).

I Schulz-Baldes, T. ’12: H(t) = Hω(t) is a covariant family of
random operators on `2(Zd).
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Piezoelectricity for Harper like models was also discussed by Avron,
Berger, Last ’97.



4. Adiabatic currents in non-interacting systems (proof)

Proposition

It holds that

τ (ρε(t) Jε(t)) = τ
(
ρε(t)

[
d
dt ρ

ε(t), [X , ρε(t)]
])
.

Proof.
Using ρε(t)2 = ρε(t) and cyclicity of the trace per unit volume we
find that

τ
(
ρε(t)

[
d
dt ρ

ε(t), [X , ρε(t)]
])

=

= − i
ε τ (ρε(t) [[H(t), ρε(t)], [X , ρε(t)]])

= i
ε τ (ρε(t)H(t)X )− i

ε τ (ρε(t)XH(t))

= i
ε τ (ρε(t)[H(t),X ])

= τ (ρε(t) Jε(t)) .
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4. Adiabatic currents in non-interacting systems (proof)

According to the superadiabatic theorem we have that

ρε(t) = Pε(t) +O(εN)

and thus (modulo proving the above statement in the right topology)

τ (ρε(t) Jε(t)) = τ
(
Pε(t)

[
d
dtP

ε(t), [X ,Pε(t)]
])

+O(εN) .

Proposition

Let Π : [0,T ]×[0, 1]→ L(H) be a C 1-family of othogonal projections,
such that

I either Π(0, α) ≡ Π0 and Π(1, α) ≡ Π1 for all α ∈ [0, 1]

I or dn

dαn Π(0, α) = dn

dαn Π(T , α) for all α ∈ [0, 1] and n = 0, 1.

Then

d

dα

∫ T

0
τ
(
Π(t, α)

[
d
dt Π(t, α), [X ,Π(t, α)]

])
dt = 0 .
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4. Adiabatic currents in non-interacting systems (proof)

Hence we find in summary that∫ T

0
τ (ρε(t) Jε(t))dt =

∫ T

0
τ
(
Pε(t)

[
d
dtP

ε(t), [X ,Pε(t)]
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dt +O(εN)

=

∫ T

0
τ
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d
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since ε 7→ Pε is indeed analytic.



4. Adiabatic currents: Geometric aspects

For periodic operators the expression for the transported charge has a
natural geometric meaning.

Let the one-body configuration space X d be either Rd or Zd and the
one-body Hilbert space H := L2(X d ;Cm).
Let

T : Zd → U(H) , γ 7→ Tγ , (Tγψ)(x) = c(γ, x)ψ(x − γ)

be a unitary representation of the group Zd by (magnetic)
translations.

Then an operator A ∈ L(H) is called periodic, if

[A,Tγ ] = 0 for all γ ∈ Zd .

Periodic operators can be “diagonalized” by the Bloch-Floquet
transformation

UBF : L2(X d ;Cm)→ L2(Td ; L2(X d/Zd)⊗ Cm) ,

(UBFψ)(k , x) := e−ik·x
∑
γ∈Zd

eik·γ(Tγψ)(x) .
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A periodic operator A becomes an operator-valued multiplication
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(UBFAU
∗
BFϕ)(k) = A(k)ϕ(k)

for an operator valued function
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4. Adiabatic currents: Geometric aspects

Note that if A is periodic, then

I the spectral projections P are periodic (obviously)

I the commutator i[A,X ] is periodic and has the Bloch-Floquet
fibration

(UBFi[A,X ]U∗BFϕ)(k) = (∇kA)(k)ϕ(k) .

I its trace per unit volume, if it exists, is given by

τ(A) =
1

(2π)d

∫
Td

trHf
A(k) dk .



4. Adiabatic currents: Geometric aspects

Hence for a periodic time-dependent Hamiltonian H(t) the
transported charge is given by

∆Q =

∫ T

0
τ
(
P(t)

[
d
dtP(t), [X ,P(t)]

])
dt +O(εN)

=
i

(2π)d
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0

∫
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trHf

(
P(t, k)

[
Ṗ(t, k),∇kP(t, k)]

])
dk dt

The operator valued function

(t, k) 7→ P(t, k)
[
Ṗ(t, k),∇kP(t, k)]

]
is (a component of) the curvature 2-form of the Berry connection on
the (extended) Bloch bundle.
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4. Bloch bundle and the Berry connection

The cartesian product E := Td ×Hf can be seen as a trivial vector
bundle with base space Td and fibres Ek = Hf .

The spectral projections P(k) define a subbundle

EP := { (k , ψ) ∈ Td ×Hf |ψ ∈ P(k)Hf } ,
called the Bloch bundle.

A section ψ ∈ Γ(E) of the trivial bundle E = Td ×Hf is just a map

ψ : Td → Hf .

A section ψ ∈ Γ(EP) of the Bloch bundle EP is a map ψ : Td → Hf

with
P(k)ψ(k) = ψ(k) for all k ∈ Td .

A connection ∇ on a vector bundle E over Td is a “derivative”, i.e. a
C-linear map ∇ : Γ(E)→ Γ(T ∗Td ⊗ E)

satisfying the Leibniz rule

∇ki (f ψ) = ∂ki f · ψ + f ∇kiψ for all f ∈ C∞(Td).
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4. Bloch bundle and the Berry connection

The trivial connection on Td ×Hf is

(∇kiψ)(k) = ∂kiψ(k) .

The induced connection on the subbundle EP is

(∇B
ki
ψ)(k) = P(k)∇kiψ(k) , the “Berry connection”.

The curvature 2-form of a connection is the endomorphism-valued
2-form

Ωijψ = ∇ki∇kjψ −∇kj∇kiψ
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4. Bloch bundle and the Berry connection

Proposition

The curvature 2-form of the Berry connection on the Bloch bundle is
given by

ΩB
ij (k) = P(k)

[
∂kiP(k), ∂kjP(k)]

]
.

Proof.
For ψ ∈ Γ(EP) we have that

ΩB
ij ψ = ∇B

ki
∇B

kj
ψ −∇B

kj
∇B

ki
ψ

= P∂kiP∂kjPψ − P∂kjP∂kiPψ

= (PP,iP,j − PP,jP,i )ψ + (PP,ij − PP,ji )ψ

= P[P,i ,P,j ]ψ .
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4. Adiabatic currents: Geometric aspects

Hence for a periodic time-dependent Hamiltonian H(t) the
transported charge in direction j is given by

∆Qj =

∫ T

0
τ
(
P(t)

[
d
dtP(t), [Xj ,P(t)]

])
dt +O(εN)

=
i

(2π)d

∫ T

0

∫
Td

trHf

(
P(t, k)

[
Ṗ(t, k),∇kjP(t, k)]

])
dk dt +O(εN)

=
i

(2π)d

∫ T

0

∫
Td

trHf
ΩB

0j(t, k)dk dt +O(εN) ,

where we identify t = k0.

For d = 1 the curvature form is a volume form and for periodic
driving the transported charge per cycle is quantized,

i

2π

∫ T

0

∫
T1

trHf
ΩB

01(t, k)dk dt ∈ Z .
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4. Adiabatic currents: Geometric aspects

Assume for simplicity that P(t, k) has rank one, i.e. that

EP :=
{

((t, k), ψ) ∈ ([0,T ]× Td)×Hf |ψ ∈ P(t, k)Hf

}
,

is a line bundle.

Assume furthermore that EP posseses a trivializing
normalized section ϕ ∈ Γ(EP), i.e.

P(t, k)ϕ(t, k) = ϕ(t, k) and ‖ϕ(t, k)‖Hf
= 1 .

Then for a general section ψ ∈ Γ(EP) one has ψ = f ϕ with
f ∈ C∞([0,T ]× Td) and

(∇B
kj
ψ)(t, k) = |ϕ(t, k)〉〈ϕ(t, k)|∂kj (f ϕ)(t, k)

=
(
∂kj f (t, k) + 〈ϕ(t, k), ∂kjϕ(t, k)〉f (t, k)

)
ϕ(t, k)

=:
{(
∂kj − iAj(t, k)

)
f (t, k)

}
ϕ(t, k)

and

(∇B
t ψ)(t, k) =

(
∂t f (t, k) + 〈ϕ(t, k), ∂tϕ(t, k)〉f (t, k)

)
ϕ(t, k)

=:
{(
∂t − iΦ(t, k)

)
f (t, k)

}
ϕ(t, k)
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f ∈ C∞([0,T ]× Td) and

(∇B
kj
ψ)(t, k) = |ϕ(t, k)〉〈ϕ(t, k)|∂kj (f ϕ)(t, k)

=
(
∂kj f (t, k) + 〈ϕ(t, k), ∂kjϕ(t, k)〉f (t, k)

)
ϕ(t, k)

=:
{(
∂kj − iAj(t, k)

)
f (t, k)

}
ϕ(t, k)

and

(∇B
t ψ)(t, k) =

(
∂t f (t, k) + 〈ϕ(t, k), ∂tϕ(t, k)〉f (t, k)

)
ϕ(t, k)

=:
{(
∂t − iΦ(t, k)

)
f (t, k)

}
ϕ(t, k)



4. Adiabatic currents: Geometric aspects

with

Aj(t, k) = i〈ϕ(t, k), ∂kjϕ(t, k)〉 and Φ(t, k) = i〈ϕ(t, k), ∂tϕ(t, k)〉 .

Then the piezoelectric curvature can be written in the form

Θ(t, k) := i trHf
ΩB

0j(t, k) = i trHf

(
P(t, k)

[
Ṗ(t, k),∇kjP(t, k)]

])
= −∂tAj(t, k)− ∂kj Φ(t, k)

and we obtain the King-Smith and Vanderbilt formula

∆Qj =
i

(2π)d

∫ T

0

∫
Td

trHf
ΩB

0j(t, k)dk dt

= − 1

(2π)d

∫ T

0

∫
Td

(
∂tAj(t, k) + ∂kj Φ(t, k)

)
dk dt

=
1

(2π)d

∫
Td

(Aj(T , k)−Aj(0, k)) dk
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4. Adiabatic currents: Geometric aspects

In the case d = 1 a trivializing section ϕ always exists and for a
time-periodic Hamiltonian one has

ϕ(T , k) = e−iθ(k)ϕ(0, k)

with θ ∈ C∞([0, 2π],R) and θ(2π)− θ(0) ∈ 2πZ.

Hence,

A(T , k) = i〈ϕ(T , k), ∂kϕ(T , k)〉

= i
〈
eiθ(k)ϕ(0, k), ∂ke

iθ(k)ϕ(0, k)
〉

= ∂kθ(k) +A(0, k)
and thus

i

2π

∫ T

0

∫
T1

trHf
ΩB

01(t, k)dk dt =
1

(2π)

∫
T1

(A(T , k)−A(0, k)) dk

=
1

(2π)

∫ 2π
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∂kθ(k) dk

=
1

(2π)
(θ(2π)− θ(0)) ∈ Z
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5. Adiabatic theorems for extended interacting systems

Consider now a system of interacting fermions on the domain Λ,
where Λ ⊂ Zd is the centred cube of side-length L, possibly with
some of the faces identified.

A typical Hamiltonian could be of the form

HΛ
0 =

∑
(x ,y)∈Λ2

a∗x T (x
Λ
− y) ay +

∑
x∈Λ

a∗xφ(x)ax

+
∑
{x ,y}⊂Λ

a∗xax W (dΛ(x , y)) a∗yay − µNΛ ,

where a∗x ,i and ax ,i are standard fermionic creation and annihilation
operators of fermions with “spin” i ∈ {1, . . . ,m} at the sites x ∈ Λ.

In the following by a “local Hamiltonian” we mean a family
A = {AΛ}Λ of self-adjoint operators AΛ indexed by the system size Λ
and possibly other parameters that is a “sum of local terms”.
Typically

‖AΛ‖ ∼ |Λ| = Ld .
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5. Adiabatic theorems for extended interacting systems

Assume that H0 = {HΛ
0 } has a ground state that is gapped uniformly

in the system size |Λ|, i.e.

inf
Λ
dist

(
EΛ

0 , σ(HΛ
0 ) \ {EΛ

0 }
)

= g > 0 .

Examples

I Electrons of an insulating material, i.e. with the chemical
potential µ in a band gap.

I The filled Dirac sea.
.

Proving stability of the gap under small perturbations by local
Hamiltonians, i.e. the existence of a spectral gap for

H = H0 + εH1

and ε small enough, is a highly nontrivial problem (e.g. de Roeck,
Salmhofer ’17; Hastings ’17 for perturbations of non-interacting H0).
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5. Adiabatic theorems for extended interacting systems

As observed by Niu and Thouless ’84 and by Avron and Seiler ’85,
one can apply the adiabatic theorem to a time-dependent family of
such Hamiltonians with a gapped ground state in order to
understand quantization of the Hall conductance for interacting
fermions. (Their argument will be explained later.)

The main difference to the previous section is that one now applies
the adiabatic theorem to the many-body evolution of the initial
many-body ground state of a large but finite system.

However, the constants in the error terms of the adiabatic theorem
grow, as we saw in the proof of Kato’s version, typically as

‖Uε,Λ(t)− Uε,Λ
a (t)‖ ≤ ε

(∫ t

0
‖ḢΛ(s)‖ds + · · ·

)
∼ ε|Λ| = εLd .

Hence, the usual adiabatic theorem is of no use if one is intersted in
approximations that are uniform in the size of the system and that
survive the thermodynamic limit.
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5. Adiabatic theorems for extended interacting systems

This error bound can not be improved, since for N non-interacting
particles in a product state ψ1 ∧ · · · ∧ ψN one easily finds that

‖(Uε,N(t)− Uε,N
a (t))ψ‖ =

= ‖Uε,1(t)ψ1 ∧ · · · ∧ Uε,1(t)ψN − Uε,1
a (t)ψ1 ∧ · · · ∧ Uε,1

a (t)ψN‖

=
N∑

n=1

‖(Uε,1(t)− Uε,1
a (t))ψn‖ ∼ N ε .

In the previous section the way out was to consider the adiabatic
evolution of the one-body density matrix.

Recently, Bachmann, De Roeck, and Fraas ’17 (v4) proved an
adiabatic theorem for extended lattice systems showing∣∣∣〈Uε,Λ(t)ψ,O Uε,Λ(t)ψ〉 − 〈Uε,Λ

a (t)ψ,O Uε,Λ
a (t)ψ〉

∣∣∣ ≤ εC‖O‖ |suppO|2
for ψ ∈ ranP(0) and for local observables O with a constant C
independent of the system size Λ.
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5. Fermions on the lattice: mathematical formalism
To each finite subset Λ ⊂ Zd one associates a corresponding

I one-particle Hilbert space hΛ = `2(Λ,C`)

I N-particle Hilbert space HΛ,N :=
∧N

j=1 hΛ

I fermionic Fock space FΛ =
⊕`|Λ|

N=0HΛ,N

Let ai ,x and a∗i ,x , i = 1, . . . , `, x ∈ Γ, be the standard fermionic
annihilation and creation operators satisfying the canonical
anti-commutation relations

{ai ,x , a∗j ,y} = δi ,jδx ,y1FΛ
and {ai ,x , aj ,y} = 0 = {a∗i ,x , a∗j ,y} .

For a subset X ⊂ Λ we denote by AX ⊂ L(FΛ) the algebra of
operators generated by the set
{1, ai ,x , a∗i ,x | x ∈ X , i = 1, . . . , `}.Those elements of AX commuting
with the number operator

NX :=
∑
x∈X

a∗xax :=
∑
x∈X

∑̀
j=1

a∗j ,xaj ,x

form a subalgebra AN
X of AX contained in the subalgebra A+

X of even
elements, i.e. AN

X ⊂ A
+
X ⊂ AX .
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annihilation and creation operators satisfying the canonical
anti-commutation relations

{ai ,x , a∗j ,y} = δi ,jδx ,y1FΛ
and {ai ,x , aj ,y} = 0 = {a∗i ,x , a∗j ,y} .

For a subset X ⊂ Λ we denote by AX ⊂ L(FΛ) the algebra of
operators generated by the set
{1, ai ,x , a∗i ,x | x ∈ X , i = 1, . . . , `}.Those elements of AX commuting
with the number operator

NX :=
∑
x∈X

a∗xax :=
∑
x∈X

∑̀
j=1

a∗j ,xaj ,x

form a subalgebra AN
X of AX contained in the subalgebra A+

X of even
elements, i.e. AN

X ⊂ A
+
X ⊂ AX .
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5. Fermions on the lattice: mathematical formalism

Let F(Γ) := {X ⊂ Γ | |X | <∞} denote the set of all finite subsets
of Γ, and define analogously also F(Λ) := {X ⊂ Λ}.

An interaction Φ = {ΦΛ}Λ∈F(Γ) is a family of maps

ΦΛ : F(Λ)→
⋃

X∈F(Λ)

AN
X , X 7→ ΦΛ(X ) ∈ AN

X

taking values in the self-adjoint operators.

The Hamiltonian A = {AΛ}Λ associated with the interaction Φ is the
family of self-adjoint operators

AΛ ≡ AΛ(Φ) :=
∑
X⊂Λ

ΦΛ(X ) ∈ AN
Λ .

Since the norm of a Hamiltonian typically grows as

‖AΛ‖ ∼ |Λ| = Ld

with the system size, one introduces normed spaces of interactions.
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5. Fermions on the lattice: mathematical formalism
Define

F (r) :=
1

(1 + r)d+1
and Fζ(r) :=

ζ(r)

(1 + r)d+1
,

where

ζ ∈ S := {ζ : [0,∞)→ (0,∞) | ζ is bounded, non-increasing, satisfies

ζ(r + s) ≥ ζ(r)ζ(s) for all r , s ∈ [0,∞) and

sup
r≥0

rnζ(r) <∞ for all n ∈ N} .

For each ζ ∈ S and n ∈ N0 one defines a norm on the vector space
of interactions by

‖Φ‖ζ,n := sup
Λ

sup
x ,y∈Λ

∑
X⊂Λ:
{x ,y}⊂X

|X |n ‖Φ
Λ(X )‖

Fζ(dΛ(x , y))

The prime example for a function ζ ∈ S is ζ(r) = e−ar for some
a > 0. For this specific choice of ζ we write Fa and ‖Φ‖a,n for the
corresponding norm.
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Let Bζ,n be the Banach space of interactions with finite ‖ · ‖ζ,n-norm,
and put

BS,n :=
⋃
ζ∈S
Bζ,n , BE,n :=

⋃
a>0

Ba,n ,

and
BS,∞ :=

⋂
n∈N0

BS,n , BE,∞ :=
⋂
n∈N0

BE,n .

The corresponding spaces of Hamiltonians are denoted by Lζ,n, LE,n,
LE,∞, LS,n, and LS,∞ respectively.

Lemma

Let H = {HΛ} ∈ Lζ,0, then there is a constant Cζ such that

‖HΛ‖ ≤ Cζ |Λ| ‖ΦH‖ζ,0 .
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5. Fermions on the lattice: mathematical formalism

Assumption: Regularity of the Hamiltonian:

Let ΦH(t), t ∈ R, be a time-dependent interaction with

‖ΦH‖a,n,T := sup
t∈[−T ,T ]

‖ΦH‖a,n <∞

for some a > 0 and all T > 0 and n ∈ N0.

Let N ∈ N and assume that each map [0,∞)→ AN
X , t 7→ ΦΛ

H(t,X )
is (N + d)-times differentiable.

Let {(ΦΛ
H)(k)(t)}Λ be the time-dependent interactions defined by

their k-th derivatives, for 1 ≤ k ≤ N + d . Assume that

sup
1≤k≤N+d

‖(ΦH)(k)‖a,n,T <∞ for any T > 0 and n ∈ N0 .
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Assumption: Gapped part of the spectrum

We assume that there exists L0 ∈ N such that for all L ≥ L0 and
corresponding Λ = Λ(L) the operator HΛ(t) has a gapped part
σΛ
∗ (t) ⊂ σ(HΛ(t)) of its spectrum in the following sense:

There exist continuous functions f Λ
± : R→ R and constants

g > g̃ > 0 such that

f Λ
± (t) ∈ ρ(HΛ(t)) ,

f Λ
+ (t)− f Λ

− (t) ≤ g̃ ,

[f Λ
− (t), f Λ

+ (t)] ∩ σ(HΛ(t)) = σΛ
∗ (t) ,

dist
(
σΛ
∗ (t), σ(HΛ(t)) \ σΛ

∗ (t)
)
≥ g

for all t ∈ R and L ≥ L0.

We denote again by PΛ(t) the spectral projection of HΛ(t)
corresponding to the spectrum σΛ

∗ (t).



5. Adiabatic theorems for extended interacting systems

Super-adiabatic theorem for extended systems
(Monaco, T. ’17)

There exist smooth operator-valued functions V ε,Λ,K ε,Λ ∈
C 1(R,L(FΛ)) such that V ε,Λ(t) is unitary and K ε,Λ(t) is self-
adjoint for all t ∈ R. Let

Hε,Λ
a (t) := HΛ(t)+εK ε,Λ(t) and Pε,Λ(t) := V ε,Λ(t)PΛ(t)V ε,Λ(t)∗.

The solution to

i ε d
dt U

ε,Λ
a (t, s) = Hε,Λ

a (t)Uε,Λ
a (t, s) , Uε,Λ

a (s) = 1H

satisfies

Uε,Λ
a (t, s)∗ PΛ(t)Uε,Λ

a (t, s) = PΛ(s)

and we define again the super-adiabatic evolution by

Uε,Λ
sa (t, s) := V ε,Λ(t)Uε,Λ

a (t, s)V ε,Λ(s)∗ .
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5. Adiabatic theorems for extended interacting systems
Super-Adiabatic Theorem for extended systems (continued)

Then for any ζ ∈ S there exists a constant Cζ <∞, such that for any

initial state ρε,Λ0 with Pε,Λ(0) ρε,Λ0 Pε,Λ(0) = ρε,Λ0 and any B ∈ Lζ,2 it
holds that

sup
Λ

1
|Λ|

∣∣∣tr((ρε,Λ(t)− Uε,Λ
sa (t) ρε,Λ0 Uε,Λ

sa (t)∗
)
BΛ
)∣∣∣

≤ Cζ |t|(1 + |t|)d εN ‖ΦB‖ζ,2 ,

where ρε,Λ(t) is the solution of

iε
d

dt
ρε,Λ(t) = [HΛ(t), ρε,Λ(t)] , ρε,Λ(0) = ρε,Λ0 .

If dn

dtnH(t ′) = 0 for some t ′ ∈ R and all n = 1, . . . ,N, then

V ε,Λ(t ′) = id and K ε,Λ(t ′) = 0 .
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We only highlight some new aspects of the proof:

Recall from section 3 that

d

dt

(
U(t)∗Usa(t)

)
=

= i
εU(t)∗V (t)

(
V (t)∗H(t)V (t)− Ha(t) + iεV̇ (t)∗V (t)

)
V (t)∗Usa(t)

=: i
εU(t)∗ R(t)Usa(t) .

For the norm-estimates at fixed Λ, it was sufficient to show that

‖Rε,Λ(t)‖ = O(|Λ| εN+1) .

Now one needs to show that Rε,Λ is a local Hamiltonian with

‖ΦRε(t)‖ = O(εN+1) .

Then a clever use of Lieb-Robinson propagation bounds allows to
prove the theorem.
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Recall that
V ε,Λ(t) = eiε

∑N
n=1ε

n−1AΛ
n (t)

and
K ε,Λ(t) =

N∑
n=1

εnKΛ
n (t)

appearing in the construction of Rε,Λ(t) were constructed inductively
starting from K1 = [Ṗ,P] and H by taking commutators and
inverting the map adH(·) = [H, ·] restricted to off-diagonal operators.

Now there are two problems:

I The spectral projection P and thus also Kato’s generator of
parallel transport K1 = [Ṗ,P] are not local Hamiltonians.

I While adH maps local Hamiltonians to local Hamiltonians, its
inverse restricted to off-diagonal operators does not.
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5. The local inverse of adH

The following construction is based on the one used by Hastings,
Wen ’05 and Bachmann, Michalakis, Nachtergaele, Sims ’12 in the
context of the so called quasi-adiabatic flow and by Bachmann, de
Roeck, Frass ’17 in their version of the adiabatic theorem for
extended systems.

First note that for g > g̃ > 0 one can find a real-valued, odd
function Wg ,g̃ ∈ L1(R) ∩ L∞(R) satisfying

sup
s∈R
|s|n|Wg ,g̃ (s)| <∞ for all n ∈ N ,

and with a Fourier transform satisfying

Ŵg ,g̃ (ω) =
−i√
2πω

for |ω| ≥ g and Ŵg ,g̃ (ω) = 0 for |ω| ≤ g̃ .
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5. The local inverse of adH

Lemma: The local inverse of adH

The map

IΛ
H : AΛ → AΛ , A 7→ IΛ

H(A) :=

∫
R
Wg ,g̃ (s) eiHΛs A e−iHΛs ds

satisfies
IΛ
H |Aod

Λ
= i adH |−1

Aod
Λ

and
PΛ IΛ

H(A)PΛ = 0 for all A ∈ AΛ .

Moreover, if A ∈ LS,∞, then

{IΛ
H(AΛ)} ∈ LS ,∞ .



5. The local inverse of adH (proof)

Inserting the spectral decomposition of H =
∑

n EnPn into the
definition of I, we find that

IH(A) =
∑
n,m

∫
R
Wg ,g̃ (s) eiEns PnAPm e−iEms ds

=
√

2π
∑
n,m

Ŵg ,g̃ (Em − En)Pn APm .
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Ŵg ,g̃ (Em − En)Pn APm .

For En ∈ σ∗ and Em ∈ σ(H) \ σ∗ it holds that |Em − En| ≥ g , i.e.

Ŵg ,g̃ (Em − En) = −i√
2π(Em−En)

. Hence, for A = Aod it holds that

−i[H, IH(A)] = i
√

2π
∑
n,m

Ŵg ,g̃ (Em − En)Pn APm(Em − En)

=
∑

n∈σ∗,m/∈σ∗

Pn APm +
∑

n/∈σ∗,m∈σ∗

Pn APm

= PAP⊥ + P⊥AP = Aod = A .
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Ŵg ,g̃ (Em − En)Pn APm = 0 .



5. The local inverse of adH (proof)

Inserting the spectral decomposition of H =
∑

n EnPn into the
definition of I, we find that

IH(A) =
∑
n,m

∫
R
Wg ,g̃ (s) eiEns PnAPm e−iEms ds

=
√

2π
∑
n,m
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The claim that IH(LS,∞) ⊂ LS ,∞ is highly non-trivial and uses again
Lieb-Robinson bounds.
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Now there are two problems:
I The spectral projection P and thus also Kato’s generator of

parallel transport K1 = [Ṗ,P] are not local Hamiltonians.
I While adH maps local Hamiltonians to local Hamiltonians, its

inverse restricted to off-diagonal operators does not.
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parallel transport K1 = [Ṗ,P] are not local Hamiltonians.
I While adH maps local Hamiltonians to local Hamiltonians, its

inverse restricted to off-diagonal operators does not.
The first problem is solved by replacing K1 by IH(Ḣ), since

[IH(Ḣ),P] = IH([Ḣ,P]) = IH

([∑
n

(ĖnPn + EnṖn,P

])
=
∑
n

En IH([Ṗn,P]) = −
∑
n

En IH([Pn, Ṗ])

= −

[∑
n

EnPn, IH(Ṗ)

]
= [H, IH(Ṗ)]

= iṖ = i[[Ṗ,P],P] = [K1,P]

and therefore IH(Ḣ)od = K1 and PIH(Ḣ)P = 0 .
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Now there are two problems:
I The spectral projection P and thus also Kato’s generator of

parallel transport K1 = [Ṗ,P] are not local Hamiltonians.
I While adH maps local Hamiltonians to local Hamiltonians, its

inverse restricted to off-diagonal operators does not.
The second problem is solved by now taking

Aµ = IH(Lµ − Qµ) and Kµ = (Qµ − Lµ) + i adH(Aµ)

instead of

Aµ = i ad−1
H (Lµ − Qµ)od and Kµ = (Qµ − Lµ)dia .

Due to the fact that PIH(B)P = 0 for any B ∈ A, the
P · · ·P-blocks of Aµ and Kµ remain unchanged. Hence, the actions
of the adiabatic evolution Ua and of the superadiabatic
transformation V remain unchanged when acting on states in ranP.



5. Adiabatic theorems for extended interacting systems

Remarks:

I In Monaco, T. ’17 we prove a more general statement: If the
driving Ḣ is supported near a subspace of dimension d1 and the
observable B is supported near a subspace of dimension d2 and
the intersection of these subspaces has dimension d12, then the
normalization |Λ|−1 = L−d in the trace per unit volume can be
replaced by L−d12 .

I We also provide an explicit asymptotic expansion of

Uε,Λ
sa (t) ρε,Λ0 Uε,Λ

sa (t)∗ .

If σ∗ = {E} is a single non-degenerate eigenvalue, then

Uε,Λ
sa (t) ρε,Λ0 Uε,Λ

sa (t)∗ = P(t)+iε
[
(H(t)−E (t))−1P⊥(t), Ṗ(t)

]
+O(ε2) .
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6. Derivation of the Kubo formula for the Hall conductance

The adiabatic theorem with error bounds uniform in the system size
now allows to redo the derivation of the Kubo formula for the Hall
conductance given independently by Avron, Seiler ’85 and Niu,
Thouless ’84 with error estimates uniform in the system size Λ.



6. Derivation of the Kubo formula for the Hall conductance

Let H be a uniformly finite-range gapped Hamiltonian and define

Nj :=
∑
x∈Λj

a∗xax ∈ AN
Λ ,

that is, the number operator counting particles in the right, resp.
upper, half Λj := {x ∈ Λ | xj ≥ 0}, j = 1, 2, of the square Λ.

Then the
interaction of the Hamiltonian H(β1, β2) is defined in two steps as

ΦΛ
H(β1,0)(X ) :=


e−iβ1N1 ΦΛ

H(X ) eiβ1N1 if X ∩ Λ1 6= ∅ , X ∩ Λ \ Λ1 6= ∅ ,
and dist(X , {x1 = 0}) ≤ r

ΦΛ
H(X ) otherwise,

and then

ΦΛ
H(β1,β2)(X ) :=


e−iβ2N2 ΦΛ

H(β1,0)(X ) eiβ2N2 if X ∩ Λ2 6= ∅,
X ∩ Λ \ Λ2 6= ∅ ,
and dist(X , {x2 = 0}) ≤ r

ΦΛ
H(β1,0)(X ) otherwise.
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6. Derivation of the Kubo formula for the Hall conductance

Then
∂βjH(β1, β2) “=” i [H(β1, β2),Nj ] = −Ṅj ,

where, however, only the particle flow through the line xj = 0 is
counted. Hence, ∂βjH(β1, β2) is interpreted as the “current through
the line xj = 0 operator”.

Now consider the time-dependent Hamiltonian

H(t) := H(0, tδV )

modelling a voltage drop δV at the line x2 = 0.
One is interested in the induced current through the line x1 = 0, i.e.
in the expectation value of

I (t) := ∂β1H(β1, t δV )|β1=0 .
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6. Derivation of the Kubo formula for the Hall conductance

Assume that H(0, t δV ) has a gapped nondegenerate ground state
ϕ0(t) for all t ∈ [0, 2π/δV ), i.e. P(t) = |ϕ0(t)〉〈ϕ0(t)|.

Using the super-adiabatic theorem including first order corrections to
the adiabatic evolution one finds that

tr
(
ρδV (t)I (t)

)
= tr

((
P(t) + δVP1(t)

)
∂1H(t)

)
= δV tr

( [
(H(t)− E (t))−1P⊥(t), ∂2P(t)

]
∂1H(t)

)
= δV tr

(
P(t) [∂1P(t), ∂2P(t)]

)
= δV · 2 Im 〈∂1ϕ0(0, t δV ), ∂2ϕ0(0, t δV )〉+O(δV 2) ,

where the error term is uniform in the system size.

We thus proved that the Hall conductance for the finite system at
finite voltage δV is given by

σδV ,Λ12 (t) = 2 Im
〈
∂1ϕ

Λ
0 (0, δV t), ∂2ϕ

Λ
0 (0, δV t)

〉
+O(δV ) .
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6. Derivation of the Kubo formula for the Hall conductance

We thus proved that the Hall conductance for the finite system at
finite voltage δV is given by

σδV ,Λ12 (t) = 2 Im
〈
∂1ϕ

Λ
0 (0, δV t), ∂2ϕ

Λ
0 (0, δV t)

〉
+O(|δV |) .

Klein and Seiler ’90 showed that this formula holds with the error
estimate replaced by O(|δV |∞), however, not uniformly in the system
size. But their argument can presumably be transferred to the
present setting (de Roeck ’17, private communication).



6. Quantization of the Hall conductance

Hastings and Michalakis ’14 proved that

2 Im
〈
∂1ϕ

Λ
0 (0, 0), ∂2ϕ

Λ
0 (0, 0)

〉
∈ 1

2π Z +O(|Λ|−∞) .

(see also Bachmann, Bols, de Roeck, Fraas ’17). Note that they take
the Kubo formula we just derived as the definition of Hall
conductance.

Avron, Seiler ’85 and Niu, Thouless ’84 originally observed that the
conductance averaged over the “flux torus” is quantized,

1

(2π)2

∫
T2

2 Im
〈
∂1ϕ

Λ
0 (β), ∂2ϕ

Λ
0 (β)

〉
dβ

=
1

(2π)2

∫
T2

tr
(
PΛ(β)

[
∂1P

Λ(β), ∂2P
Λ(β)

] )
dβ ∈ 1

2π Z
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pp. 553–593 (2008).

L. Tenuta, S. Teufel, Effective dynamics for particles coupled to a quantized scalar field, Communications in

Mathematical Physics, 280(3), 751-805 (2008).

S. Teufel and H. Spohn. Semiclassical motion of dressed electrons, Rev. Math. Phys. 4, 1–28 (2002).

S. Teufel: Adiabatic Perturbation Theory in Quantum Dynamics. Lecture Notes in Mathematics 1821, Springer

(2003).

S. Teufel: Non-equilibrium almost-stationary states for interacting electrons on a lattice. arXiv:1708.03581

(2017).

S. Teufel. Effective N-body dynamics for the massless Nelson model and adiabatic decoupling without spectral

gap, Annales Henrie Poincaré 3, 939–965 (2002).
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