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#### Abstract

In this thesis we explore identities which can be proven on multiple zeta values using the derivation operators $D_{r}$ from Brown's motivic MZV framework. We then explore identities which occur on multiple polylogarithms by way of the symbol map $\mathcal{S}$, and the multiple polylogarithm coproduct $\Delta$. On multiple zeta values, we consider Borwein, Bradley, Broadhurst, and Lisoněk's cyclic insertion conjecture about inserting blocks of $\{2\}^{a_{i}}$ between the arguments of $\zeta\left(\{1,3\}^{n}\right)$. We generalise this conjecture to a much broader setting, and give a proof of a symmetrisation of this generalised cyclic insertion conjecture. This proof is by way of the block-decomposition of iterated integrals introduced here, and Brown's motivic MZV framework. This symmetrisation allows us to prove (or to make progress towards) various conjectural identities, including the original cyclic insertion conjecture, and Hoffman's $2 \zeta\left(3,3,\{2\}^{n}\right)-\zeta\left(3,\{2\}^{n}, 1,2\right)$ identity. Moreover, we can then generate unlimited new conjectural identities, and give motivic proofs of their symmetrisations.


We then consider the task of relating weight 5 multiple polylogarithms. Using the symbol map, we determine all of the symmetries and functional equations between depth 2 and between depth 3 iterated integrals with 'coupled-cross ratio' arguments $\left[\operatorname{cr}\left(a, b, c, d_{1}\right), \ldots, \operatorname{cr}\left(a, b, c, d_{k}\right)\right]$. We lift the identity for $I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)$ to an identity holding exactly on the level of the symbol and prove a generalisation of this for $I_{a, b}(x, y)$. Moreover, we further lift the subfamily $I_{n, 1}$ to a candidate numerically testable identity using slices of the coproduct.

We review Dan's reduction method for reducing the iterated integral $I_{1,1, \ldots, 1}$ to a sum in $\leq n-2$ variables. We provide proofs for Dan's claims, and run the method in the case $I_{1,1,1,1}$ to correct Dan's original reduction of $I_{1,1,1,1}$ to $I_{3,1}$ and $I_{4}$. We can then compare this with another reduction to find $I_{3,1}$ functional equations, and their nature. We then give a reduction of $I_{1,1,1,1,1}$ to $I_{3,1,1}, I_{3,2}$ and $I_{5}$, and indicate how one might be able to further reduce to $I_{3,2}$ and $I_{5}$.

Lastly, we use and generalise an idea suggested by Goncharov at weight 4 and weight 5 . We find $L i_{n}$ terms when certain $\mathrm{Li}_{2}, \mathrm{Li}_{3}$ and $\mathrm{Li}_{4}$ functional equations are substituted into the arguments of symmetrisations of $I_{m, 1}(x, y)$. By expanding $I_{m, 1}\left(\mathrm{Li}_{k}\right.$ equation, $\mathrm{Li}_{\ell}$ equation) in two different ways we obtain functional equations for $\mathrm{Li}_{5}$ and $\mathrm{Li}_{6}$. We make some suggestions for how this might work at weight 7 and weight 8 giving a potential route to $\mathrm{Li}_{7}$ and $\mathrm{Li}_{8}$ functional equations.
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## Chapter 1

## (Motivic) multiple zeta values

We review the basic definitions and theory surrounding multiple zeta values, including some of their history. The definition of an MZV Definition 1.1.1 is motivated by considering products of Riemann zeta values. We consider Euler's results on evaluating $\zeta(2 k)$ Theorem 1.1.6) and on reducing the double zeta values $\zeta(1, k)$ to polynomials in $\zeta(n)$ 's Theorem 1.1.8). We see how to represent MZV's as iterated integrals (Proposition 1.1.16), and how multiplying them gives a shuffle product operation, which complements the stuffle product obtained by multiplying the series representation Section 1.1.4. We then consider some reasons for the interest in MZV's, particularly questions dealing with the transcendentality aspects that have so far defied solution (Section 1.1.5).

Then we turn to the idea of a motivic MZV, originally defined by Goncharov Section 1.2.2 and extended by Brown. Motivic MZV's provide a purely algebraic lifting of the usual MZV's, that eliminates transcendentality problems from the start. We review Goncharov's Hopf algebra of motivic iterated integrals Section 1.2.1, and see how the coproduct Theorem 1.2.1 provides new insight into the structure of the usual iterated integrals, and MZV's Proposition 1.2.6. Finally we introduce Brown's motivic MZV framework Section 1.2.3, and the combinatorial tools it provides to algorithmically decompose MZV's. These combinatorial tools include the family of derivations $D_{r}$ (Definition 1.2.12), and Brown's characterisation of the kernel of this family ker $D_{<N}$ Theorem 1.2.15.

### 1.1 Multiple zeta values

### 1.1.1 Definitions

Multiple zeta values (which we may henceforth abbreviate as MZV's) are an intriguing class of real numbers, first studied by Euler in the special case of double zeta values. Systematic study of the general case begins with Hoffman Hof92. The multiple zeta function is a generalisation of the Riemann zeta function to a $k$-tuple of arguments, but for number theoretic reasons, we are mainly interested in the case where the arguments are positive integers.

The definition of a multiple zeta value can be somewhat motivated by considering what happens when we multiply the Riemann zeta values $\zeta(a)$ and $\zeta(b)$. This will involve a sum over the first quadrant $\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}$, which can then be decomposed into a sum over a diagonal piece, an upper trianglar piece and a lower triangular piece.


We find

$$
\begin{aligned}
\zeta(a) \zeta(b) & =\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \frac{1}{n^{a} m^{b}} \\
& =\left(\sum_{n<m}+\sum_{n=m}+\sum_{n>m}\right) \frac{1}{n^{a} m^{b}} \\
& =: \zeta(a, b)+\zeta(a+b)+\zeta(b, a)
\end{aligned}
$$

Now we give the more general definition of a multiple zeta value.
Definition 1.1.1 (Multiple zeta values). Let $s_{1}, s_{2}, \ldots, s_{k} \in \mathbb{C}$. Then the multiple zeta function $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ is defined as follows

$$
\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right):=\sum_{0<n_{1}<n_{2}<\cdots<n_{k}} \frac{1}{n_{1}^{s_{1}} n_{2}^{s_{2}} \cdots n_{k}^{s_{k}}} .
$$

Taking $s_{1}, s_{2}, \ldots, s_{k}$ to be integers in $\mathbb{Z}_{>0}$, we obtain the multiple zeta value $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$.
Warning 1.1.2. There are two competing conventions about the index of summation. Some take $n_{1}>n_{2}>\cdots>n_{k}>0$, rather than the index $0<n_{1}<n_{2}<\cdots<n_{k}$ used above. This essentially has the effect of reversing the arguments to the multiple zeta function, so no information is lost. However, one must be aware of which convention is in use, especially when numerically checking identities.

Multiple zeta values can be viewed as special values of the multiple polylogarithms, to be introduced later in Chapter 3 We won't need this point of view, except for the fact that multiple polylogarithms (and hence MZV's) can be written as iterated integrals.

Auxiliary to the definition of an MZV are the notions of depth and weight.
Definition 1.1.3 (MZV weight, MZV depth). Given an MZV $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ we define the following.

- The sum of the arguments $s_{1}+s_{2}+\cdots+s_{k}$ is called the weight of $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$.
- The number $k$ of its arguments is called the depth of $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$.

Proposition 1.1.4. Suppose $s_{1}, s_{2}, \ldots, s_{k} \in \mathbb{Z}_{>0}$. Then the $M Z V \zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ is convergent if and only if $s_{k}>1$.

Proof sketch: Since the series consists only of positive terms, it converges if and only if it converges absolutely. In particular the summation order does not matter.
${ }^{\prime} \Rightarrow$ ': If $s_{k}=1$, then by taking the subseries where $n_{i}=i$, for $i=1, \ldots, k-1$, we obtain

$$
\zeta\left(s_{1}, \ldots, s_{k-1}, 1\right) \geq \frac{1}{1^{s_{1}} 2^{s_{2}} \cdots(k-1)^{s_{k-1}}} \sum_{n_{k}=k}^{\infty} \frac{1}{n_{k}^{1}}
$$

but the latter series is (a multiple of a tail of) the harmonic series. In particular this diverges. Hence $\zeta\left(s_{1}, \ldots, s_{k-1}, 1\right)$ is divergent by comparison. So by the contrapositive, $\zeta\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ is convergent implies $s_{k}>1$.
' $\Leftarrow$ ': Suppose that $s_{k} \geq 2$. Let $I=\left\{1 \leq i<k \mid s_{i}>1\right\}$, and $J=\left\{1 \leq i<k \mid s_{i}=1\right\}$.
By fixing some $n_{k}$, we have that

$$
\sum_{0<n_{1}<\cdots<n_{k-1}<n_{k}} \frac{1}{n_{1}^{s_{1}} \cdots n_{k-1}^{s_{k-1}}} \leq \sum_{n_{1}, \ldots, n_{k-1}=1}^{n_{k}} \frac{1}{n_{1}^{s_{1}} \cdots n_{k-1}^{s_{k-1}}}=\prod_{i=1}^{k-1} \sum_{n_{i}=1}^{n_{k}} \frac{1}{n_{i}^{s_{i}}}
$$

For the terms $i \in I$ where $s_{i}>1$, we have that

$$
\sum_{n_{i}=1}^{n_{k}} \frac{1}{n_{i}^{s_{i}}}<\sum_{n_{i}=1}^{\infty} \frac{1}{n_{i}^{s_{i}}}=\zeta\left(s_{i}\right)
$$

For the terms $i \in J$, where $s_{i}=1$, we can apply the integral test to obtain the upper bound

$$
\sum_{n_{i}=1}^{n_{k}} \frac{1}{n_{i}^{1}}<\log \left(n_{k}\right)+1
$$

So we obtain

$$
\zeta\left(s_{1}, \ldots, s_{k}\right) \leq \prod_{i \in I} \zeta\left(s_{i}\right) \sum_{n_{k}=1}^{\infty} \frac{\left(\log \left(n_{k}\right)+1\right)^{\# J}}{n_{k}^{s_{k}}}
$$

Since

$$
\lim _{n \rightarrow \infty} \frac{1+\log (n)}{n^{\epsilon}}=0
$$

for any $\epsilon>0$, we can take $\epsilon=\frac{1}{2}$, so that

$$
\lim _{n \rightarrow \infty} \frac{\left(\log \left(n_{k}\right)+1\right)^{\# J}}{n_{k}^{1 / 2}}=\left(\lim _{n_{k} \rightarrow \infty} \frac{\log \left(n_{k}\right)+1}{n_{k}^{\frac{1}{2 \# J}}}\right)^{\# J}=0
$$

This means that the sequence is bounded, and so there is a constant $C$ such that

$$
\left(\log \left(n_{k}\right)+1\right)^{\# J}<C n_{k}^{\frac{1}{2}}
$$

for all $n_{k}$.
Plugging this back into the upper bound for $\zeta\left(s_{1}, \ldots, s_{k}\right)$ gives us that

$$
\zeta\left(s_{1}, \ldots, s_{k}\right) \leq \prod_{i \in I} \zeta\left(s_{i}\right) \sum_{n_{k}=1}^{\infty} \frac{\left(\log \left(n_{k}\right)+1\right)^{\# J}}{n_{k}^{s_{k}}}<C \prod_{i \in I} \zeta\left(s_{i}\right) \sum_{n_{k}=1}^{\infty} \frac{1}{n_{k}^{s_{k}-1 / 2}}
$$

But this latter series is convergent since $s_{k} \geq 2$ means that $s_{k}-1 / 2>1$.
Combining both directions shows that $\zeta\left(s_{1}, \ldots, s_{k}\right)$ converges iff $s_{k}>1$, as claimed.

### 1.1.2 Euler's results

### 1.1.2.1 Evaluation of $\zeta$ (even)

Perhaps one of Euler's most famous results is the successful evaluation of $\zeta(2)$, and by extension all $\zeta(2 k)$. This leads to an answer to the question of the algebraic nature of $\zeta$ (even), namely $\zeta$ (even) is a transcendental number.

To state Euler's result, we first need to define the Bernoulli numbers $B_{2 n}$.
Definition 1.1.5 (Bernoulli numbers). The Bernoulli numbers $B_{2 n}$ are defined by the following generating series

$$
\frac{z}{e^{z}-1}=: \sum_{k=0}^{\infty} \frac{B_{k}}{k!} z^{k}
$$

Theorem 1.1.6 (Euler, Eul43). Let $k \in \mathbb{Z}_{>0}$. The following evaluation of $\zeta(2 k)$ holds.

$$
\begin{equation*}
\zeta(2 k)=\frac{(2 \pi)^{2 k}(-1)^{k+1} B_{2 k}}{2(2 k)!} \tag{1.1.1}
\end{equation*}
$$

In particular, $\zeta(2 k)$ is a rational multiple of $\pi^{2 k}$.

Proof sketch (not Euler's proof): The following series converges to $\pi z \cot (\pi z)$

$$
\pi z \cot (\pi z)=1+2 z^{2} \sum_{n=1}^{\infty} \frac{1}{z^{2}-n^{2}}
$$

But $\pi z \cot (\pi z)$ is holomorphic at 0 , so we can use this series to find the power series expansion of $\pi z \cot (\pi z)$ at $z=0$. For $|z|<1$, we obtain

$$
\begin{aligned}
\pi z \cot (\pi z) & =1+2 z^{2} \sum_{n=1}^{\infty} \frac{1}{z^{2}-n^{2}} \\
& =1-2 z^{2} \sum_{n=1}^{\infty} \frac{1}{n^{2}\left(1-(z / n)^{2}\right)} \\
& =1-2 z^{2} \sum_{n=1}^{\infty}\left(\sum_{k=0}^{\infty}\left(\frac{z}{n}\right)^{2 k}\right)
\end{aligned}
$$

We can interchange the order of summation to obtain

$$
=1-2 \sum_{k=0}^{\infty}\left(\sum_{n=1}^{\infty} \frac{1}{n^{2 k+2}}\right) z^{2 k+2}
$$

$$
\begin{equation*}
=1-2 \sum_{k=1}^{\infty} \zeta(2 k) z^{2 k} \tag{1.1.2}
\end{equation*}
$$

On the other hand, we can write

$$
\pi z \cot (\pi z)=\pi \mathrm{i} z \frac{e^{2 \pi \mathrm{i} z}+1}{e^{2 \pi \mathrm{i} z}-1}=\frac{(2 \pi \mathrm{i} z)}{e^{2 \pi \mathrm{i} z}-1}+\pi \mathrm{i} z
$$

Expanding this out using the power series definition from Definition 1.1.5 we obtain

$$
\begin{equation*}
=1+\sum_{k=1}^{\infty} \frac{B_{k}}{(k!)}(2 \pi \mathrm{i} z)^{k} \tag{1.1.3}
\end{equation*}
$$

Comparing coefficients between Equation 1.1.2 and Equation 1.1.3 leads to

$$
-2 \zeta(2 k)=\frac{B_{2 k}}{(2 k)!}(2 \pi \mathrm{i})^{2 k}
$$

which can be rearranged to give Equation 1.1.1.

From this evaluation, we can conclude that $\zeta(2 k)$ is irrational, and in fact transcendental, using Linderman's theorem on the transcendentality of $\pi$. Moreover, since $\pi$ is transcendental, all $\zeta(2 k)$ are $\mathbb{Q}$-linearly independent. Euler, however, was not able to evaluate $\zeta(3)$, nor any other $\zeta$ (odd), and the algebraic nature of $\zeta$ (odd) still remains largely a mystery.

### 1.1.2.2 $\zeta(1,2)=\zeta(3)$, and reduction of double zeta values

The earliest results on genuine multiple zeta values date back to Euler's investigations of double zeta values, i.e. those where the depth is 2 . His goal was to reduce these double zeta values to polynomials in $\zeta(n)$ 's. One of the simplest examples of this reduction is the following result of Euler.

Proposition 1.1.7 (Euler, Eul75). The following identity relates $\zeta(3)$ and $\zeta(1,2)$.

$$
\zeta(3)=\zeta(1,2)
$$

Proof. There are many, many different proofs of this identity ranging from direct proofs involving manipulating series, to subtler proofs which establish generalisations for $q$-multiple zeta values, or for Witten multiple zeta values. Details of these proofs and more can be found in BB06. Perhaps the quickest proof, which appears at the start of section 2 of BB06, and is credited to Steinberg Ste52], is the following.

Consider

$$
S:=\sum_{n, k=1}^{\infty} \frac{1}{n k(n+k)}
$$

We can write

$$
\frac{1}{n k(n+k)}=\frac{1}{n^{2}}\left(\frac{1}{k}-\frac{1}{n+k}\right)
$$

to obtain

$$
S=\sum_{n, k=1}^{\infty} \frac{1}{n^{2}}\left(\frac{1}{k}-\frac{1}{n+k}\right)=\sum_{n=1}^{\infty} \frac{1}{n^{2}}\left(\sum_{k=1}^{n} \frac{1}{k}\right)
$$

since the inner sum telescopes. Then by splitting the $k$ sum into $k<n$ and $k=n$ terms, this is equal to

$$
\begin{aligned}
& =\sum_{n=1}^{\infty} \sum_{k=1}^{n-1} \frac{1}{n^{2} k}+\sum_{n=1}^{\infty} \frac{1}{n^{3}} \\
& =\zeta(1,2)+\zeta(3) .
\end{aligned}
$$

Alternatively, one can write

$$
\frac{1}{n k(n+k)}=\left(\frac{1}{n}+\frac{1}{k}\right) \frac{1}{(n+k)^{2}}
$$

to obtain

$$
S=\sum_{n, k=1}^{\infty}\left(\frac{1}{n}+\frac{1}{k}\right) \frac{1}{(n+k)^{2}}=2 \sum_{n, k=1}^{\infty} \frac{1}{n(n+k)^{2}}
$$

This is by using the $n \leftrightarrow k$ symmetry of the two terms in the first expression. Then by changing variables, $\ell=n+k$, we obtain

$$
=2 \sum_{0<n<\ell} \frac{1}{n \ell^{2}}=2 \zeta(1,2)
$$

Comparing these two expressions for $S$ gives immediately

$$
\zeta(1,2)=\zeta(3)
$$

as claimed.

This is an instance of the so-called duality of MZV's. Once the idea of duality is introduced more generally below, this identity will be an effortless one-line result. However, Euler provided a generalisation of this $\zeta(1,2)=\zeta(3)$ result in a different direction.

Theorem 1.1.8 (Euler, Eul75). For $m \geq 2 \in \mathbb{Z}$, the following reduction, of the double zeta value $\zeta(1, m)$ to a polynomial in Riemann zeta values $\zeta(n)$, holds.

$$
2 \zeta(1, m)=m \zeta(m+1)-\sum_{j=1}^{m-2} \zeta(j+1) \zeta(m-j)
$$

Although Euler's goal was to reduce all depth 2 MZV's to polynomials in Riemann zeta values $\zeta(n)$, he did not succeed. For example, no reduction for $\zeta(3,5)$ appears to exist, although the fact that $\zeta(3,5)$ is 'irreducible' is still only conjectural. We will revisit the question of the irreducibility of $\zeta(3,5)$ in Proposition 1.2.6, where we sketch Goncharov's proof of this result on motivic MZV's.

### 1.1.3 Iterated integrals

As already remarked, iterated integrals will give us another way of writing MZV's. This integral representation enriches the algebraic structure of MZV's, and will play an important role in the motivic
framework introduced first by Goncharov, and subsequently improved by Brown.
Definition 1.1.9. Write

$$
\omega\left(a_{i}\right)=\frac{\mathrm{d} t}{t-a_{i}}
$$

for the unique differential form of degree 1 , holomorphic on $\mathbb{P}^{1}(\mathbb{C}) \backslash\left\{a_{i}\right\}$, which has a pole of order 1 and residue +1 at $a_{i}$.

Definition 1.1.10 (Chen iterated integral, Che77). Let $x_{0}, \ldots, x_{m+1}$ be complex numbers. Then a (Chen) iterated integral is defined by

$$
\begin{aligned}
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right) & :=\int_{\Delta_{\gamma}} \frac{\mathrm{d} t_{1}}{t_{1}-x_{1}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{m}}{t_{m}-x_{m}} \\
& =\int_{\Delta_{\gamma}} \omega\left(x_{1}\right)\left(t_{1}\right) \wedge \cdots \wedge \omega\left(x_{m}\right)\left(t_{m}\right)
\end{aligned}
$$

where $\gamma$ is a path from $x_{0}$ to $x_{m+1}$ in $\mathbb{C} \backslash\left\{x_{1}, \ldots, x_{m}\right\}$, and the region of integration $\Delta_{\gamma}$ consists of all $m$-tuples $\left(\gamma\left(t_{1}\right), \ldots, \gamma\left(t_{m}\right)\right)$, with $t_{1} \leq t_{2} \leq \cdots \leq t_{m}$.

The integral $I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$ depends on the choice of path $\gamma$ between $x_{0}$ and $x_{m+1}$, so it is a multivalued function of $x_{0}, \ldots, x_{m+1}$.

Remark 1.1.11. We will often drop $\gamma$ from the iterated integral notation $I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$ and simply write $I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$ instead. In the case of MZV's, this is because there is a standard choice for the path $\gamma$, Proposition 1.1.16. In the case of multiple polylogarithms Chapter 3 we will be more interested in the algebraic properties of $I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$, rather than the analytic properties (when computing the coproduct Theorem 1.2.1), or the symbol Section 3.3.2, say).

Remark 1.1.12. We may also use the following notation

$$
\begin{aligned}
I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right) & =\int_{x_{0}}^{x_{m+1}} \omega\left(a_{1}\right) \circ \cdots \circ \omega\left(a_{n}\right) \\
& =\int_{x_{0} \leq t_{1} \leq \cdots \leq t_{m} \leq x_{m+1}} \omega\left(a_{1}\right)\left(t_{1}\right) \wedge \cdots \wedge \omega\left(a_{n}\right)\left(t_{n}\right)
\end{aligned}
$$

to write these integrals.
These integrals deserve the name iterated integrals because we can integrate each variable $t_{i}$ one-by-one in a recursive way

$$
\begin{aligned}
& \int_{x_{0}}^{x_{n+1}} I\left(x_{0} ; x_{1}, \ldots, x_{n-1} ; t\right) \omega\left(a_{i}\right)(t) \\
& =\int_{x_{0}}^{x_{n+1}}\left(\int_{x_{0} \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n-1} \leq t_{n}} \omega\left(a_{1}\right) \circ \cdots \circ \omega\left(a_{n-1}\right)\right) \omega\left(a_{n}\right) \\
& =\int_{x_{0} \leq t_{1} \leq t_{2} \leq \cdots \leq t_{n} \leq x_{n+1}} \omega\left(a_{1}\right) \circ \cdots \circ \omega\left(a_{n}\right) \\
& =I\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right) .
\end{aligned}
$$

These integrals are convergent if $x_{0} \neq x_{1}$, and $x_{n} \neq x_{n+1}$. Otherwise they are divergent. These integrals satisfy a number of standard, and well known properties.

Property 1.1.13 (Chen, Che77). The iterated integrals $I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{n}, x_{n+1}\right)$ satisfy the following properties.
i) (Equal boundaries) If $n \geq 1, x_{0}=x_{m+1}$, and $\gamma$ is the trivial path from $x_{0}$ to $x_{m+1}=x_{0}$, then

$$
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)=0
$$

ii) (Unit/Empty integral) For any $x_{0}, x_{1}$, we have $I_{\gamma}\left(x_{0} ; x_{1}\right)=1$.
iii) (Path composition) Let $y \in \mathbb{C}$ be fixed. Let $\alpha$ be a path from $x_{0}$ to $y$, and $\beta$ be a path from $y$ to $x_{m+1}$. Denote by $\alpha \beta$ the composite path obtained by following $\alpha$ and then following $\beta$. Then

$$
\begin{aligned}
& I_{\alpha \beta}\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)= \\
& \sum_{k=0}^{n} I_{\alpha}\left(x_{0} ; x_{1}, \ldots, x_{k} ; y\right) I_{\beta}\left(y ; x_{k+1}, \ldots, x_{n} ; x_{n+1}\right)
\end{aligned}
$$

iv) (Shuffle product) Two iterated integrals, with the same limits, can be multiplied using the shuffle product (explained fully below)

$$
I_{\gamma}\left(a ; x_{1}, \ldots, x_{m} ; b\right) I_{\gamma}\left(a ; x_{m+1}, \ldots, x_{m+n} ; b\right)=I_{\gamma}\left(a ;\left(x_{1} \cdots x_{m}\right) \text { Ш }\left(x_{m+1} \cdots x_{m+n}\right) ; b\right)
$$

v) (Reversal of paths) Let $\gamma$ be a path from $x_{0}$ to $x_{n+1}$, and denote by $\gamma^{-1}$ the reversed path. Then reversing the path of integration gives

$$
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)=(-1)^{n} I_{\gamma^{-1}}\left(x_{n+1} ; x_{n}, \ldots, x_{1} ; x_{0}\right)
$$

vi) (Functoriality) Given a (piecewise) smooth map $f: \mathbb{C} \rightarrow \mathbb{C}$, we have

$$
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)=\int_{\Delta_{f(\gamma)}} f^{*} \frac{\mathrm{~d} t_{1}}{t_{1}-x_{1}} \wedge \cdots \wedge f^{*} \frac{\mathrm{~d} t_{m}}{t_{m}-x_{m}}
$$

In particular, under $f(t)=1-t$, we obtain

$$
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)=I_{1-\gamma}\left(1-x_{0} ; 1-x_{1}, \ldots, 1-x_{m} ; 1-x_{m+1}\right)
$$

Remark 1.1.14. The definition of an iterated integral, and the above properties, hold more generally. One does not need to restrict to the particular differential forms

$$
\omega\left(a_{i}\right):=\frac{\mathrm{d} t}{t-a_{i}}
$$

Any family of differential forms $\omega_{1}, \ldots, \omega_{k}$ will work; as long as the path $\gamma$ of integration avoids the poles of the $\omega_{i}$ 's, the resulting integral is well-defined. In particular, in Chapter 5 we shall generalise $\omega\left(a_{i}\right)$ to a form $\omega\left(a_{i}, x\right)$, which agrees with $\omega\left(a_{i}\right)$ when $x=\infty$.

Definition 1.1.15 (Shuffle product). Given two words $w=a_{1} \cdots a_{m}$ and $v=a_{m+1} \cdots a_{m+n}$ over some alphabet, the shuffle product $w ш v$ is defined as follows.

$$
w ш v=\sum_{\sigma \in S_{m, n}} a_{\sigma(1)} \cdots a_{\sigma(m+n)}
$$

where $S_{m, n}$ is the set of $(m, n)$-shuffles

$$
S_{m, n}:=\left\{\sigma \in S_{n+m} \mid \sigma(1)<\sigma(2)<\cdots<\sigma(m) \text { and } \sigma(m+1)<\sigma(m+2)<\cdots<\sigma(m+n)\right\} .
$$

Alternatively, the shuffle product can be defined recursively by the following conditions.
i) For any word $w, 1 \amalg w=w 山 1=w$, where 1 is the empty word.
ii) For any words $w_{1}, w_{2}$, and letters $a, b$, we have

$$
\left(a w_{1}\right) \amalg\left(b w_{2}\right)=a\left(w_{1} \amalg\left(b w_{2}\right)\right)+b\left(\left(a w_{1}\right) Ш w_{2}\right) .
$$

The idea to keep in mind with the shuffle product is that the letters of the words $w$ and $v$ are permuted together, but individual letters of $w$ remain in order, as do the individual letters of $v$. The words $w$ and $v$ are riffle shuffled, like a deck of cards.

According to Zagier Zag94, Kontsevich was the first to notice how MZV's can be written using these iterated integrals.

Proposition 1.1.16 (Kontsevich). Let $\zeta\left(s_{1}, \ldots, s_{k}\right)$ be an MZV. Then

$$
\zeta\left(s_{1}, \ldots, s_{k}\right)=(-1)^{k} I\left(0 ; 1,\{0\}^{s_{1}-1}, \ldots, 1,\{0\}^{s_{k}-1} ; 1\right)
$$

where here $\{0\}^{s}:=\underbrace{0, \ldots, 0}_{\text {stimes }}$ means the string formed by repeating 0 a total of $s$ times. (Here the path of integration is the straight line path from 0 to 1.)

Proof. This is actually a special case of a corresponding statement for multiple polylogarithms. The sketch proof of the general case is presented in Theorem 3.1.5 Essentially, it involves expanding out the integrand as geometric series, and integrating term by term.

### 1.1.4 Algebraic structure of MZV's and standard relations

Using the Kontsevich integral representation, we are motivated to encode an MZV as a string of 0's and 1's, or rather as a string of $y$ 's and $x$ 's in the non-commutative polynomial ring $\mathbb{Q}\langle x, y\rangle$. This approach, explained below, is described in detail in Hof05. It provides a very elegant framework for stating important families of relations on MZV's.

With this encoding, we match the word $y x^{s_{1}-1} \cdots y x^{s_{k}-1}$ with the multiple zeta value $\zeta\left(s_{1}, \ldots, s_{k}\right)$. Since $\zeta\left(s_{1}, \ldots, s_{k}\right)$ is convergent if and only if $s_{k}>1$, this correspondence above lands in the vector subspace $\mathfrak{H}^{0}$ of admissible words.

Definition 1.1.17 (Subspace $\mathfrak{H}^{0}$ ). The subspace of admissible words $\mathfrak{h}^{0}$ is the subspace of $\mathbb{Q}\langle x, y\rangle$, which is generated by words which start with a $y$, and end with an $x$.

We can then view $\zeta$ as a $\mathbb{Q}$-linear map $\zeta: \mathfrak{H}^{0} \rightarrow \mathbb{R}$, sending $y x^{s_{1}-1} \cdots y x^{s_{k}-1}$ to the numerical value $\zeta\left(s_{1}, \ldots, s_{k}\right)$.

### 1.1.4.1 Duality of MZV's

Define the anti-automorphism $\tau: \mathbb{Q}\langle x, y\rangle \rightarrow \mathbb{Q}\langle x, y\rangle$ by $\tau(x)=y$, and $\tau(y)=x$. Then we have the following theorem.

Theorem 1.1.18 (Duality, Section 9 of Zag94). Let $w \in \mathfrak{H}^{0}$ be any admissible word. Then

$$
\zeta(w)=\zeta(\tau(w))
$$

Proof. This theorem is essentially proven by considering the integral representation. Let the admissible word $w=y x^{s_{1}-1} \cdots y x^{s_{k}-1}$. We have

$$
\zeta(w)=(-1)^{k} I\left(0 ; 1,\{0\}^{s_{1}-1}, \ldots, 1,\{0\}^{s_{k}-1} ; 1\right)
$$

Then apply the change of variables $t^{\prime}=1-t$ in the iterated integral, to arrive at

$$
=(-1)^{k} I\left(1 ; 0,\{1\}^{s_{1}-1}, \ldots, 0,\{1\}^{s_{k}-1} ; 0\right) .
$$

Now apply the reversal of paths property from Property 1.1.13 to get

$$
=(-1)^{k}(-1)^{2+s_{1}+\cdots+s_{k}} I\left(0 ;\{1\}^{s_{k}-1}, 0, \ldots,\{1\}^{s_{1}}, 0 ; 1\right)
$$

However, this last integral has depth $\left(s_{k}-1\right)+\cdots+\left(s_{1}-1\right)=s_{1}+\cdots+s_{k}-k$. We can recognise the encoded word as $\tau(w)$, since the word has been reversed and we have interchanged $0 \leftrightarrow 1$. So this is

$$
\begin{aligned}
& =(-1)^{k}(-1)^{2+s_{1}+\cdots+s_{k}}(-1)^{s_{1}+\cdots+s_{k}-k} \zeta(\tau(w)) \\
& =\zeta(\tau(w))
\end{aligned}
$$

as claimed.

From this theorem we get the promised one line proof of Euler's $\zeta(3)=\zeta(1,2)$ result, Proposition 1.1.7 Consider $\zeta(3)$. This is encoded by the word $w=y x^{2}$. But $\tau(w)=y^{2} x$, which encodes $\zeta(1,2)$, so we obtain $\zeta(3)=\zeta(1,2)$ by the Duality theorem Theorem 1.1.18.

Remark 1.1.19 (Duality of iterated integrals). A restatement of the Duality theorem in terms of iterated integrals follows by applying the reversal of paths property, and the functoriality property under $t \mapsto 1-t$ from Property 1.1.13 We have

$$
I\left(0 ; a_{1}, \ldots, a_{n} ; 1\right)=(-1)^{n} I\left(1 ; a_{n}, \ldots, a_{1} ; 0\right)=(-1)^{n} I\left(0 ; 1-a_{n}, \ldots, 1-a_{1} ; 1\right)
$$

### 1.1.4.2 Shuffle product of MZV's

We know from the shuffle product property of iterated integrals in Property 1.1.13 that two iterated integrals with the same limits can be multiplied using the shuffle product. Since the integral representation of an MZV always has lower limit 0 and upper limit 1 , we can multiply MZV's by multiplying their iterated integral representations.

The shuffle product $\amalg$ endows $(\mathbb{Q}\langle x, y\rangle, \amalg)$ with the structure of a commutative algebra. Since iterated integrals multiply with the shuffle product, we find that $\zeta$ is a homomorphism

$$
\zeta:(\mathbb{Q}\langle x, y\rangle, ш) \rightarrow(\mathbb{R}, \cdot)
$$

More explicitly, this means that for any two words $w_{1}$ and $w_{2}$ in $\mathfrak{H}^{0}$, we have

$$
\zeta\left(w_{1}\right) \zeta\left(w_{2}\right)=\zeta\left(w_{1} ш w_{2}\right)
$$

Example 1.1.20. We can multiply out $\zeta(2) \zeta(2)$ using the shuffle product. We have that $\zeta(2)$ is encoded by $w=y x$. We get that

$$
y x \amalg y x=2 \cdot y x y x+4 \cdot y y x x .
$$

So

$$
\zeta(2) \zeta(2)=\zeta(2 \cdot y x y x+4 \cdot y y x x)=2 \zeta(2,2)+4 \zeta(1,3) .
$$

### 1.1.4.3 Stuffle product of MZV's

Alternatively, we can multiply MZV's by multiplying their series representations. The product of two such series can be written as a sum of other MZV-type series, where the indices of summation are taken in all possible ways compatible with the original indices.

Rehashing the motivation for defining an MZV, we have the following example.
Example 1.1.21. Consider multiplying the series for $\zeta(2)$ with itself. We obtain

$$
\zeta(2) \zeta(2)=\sum_{n>0} \frac{1}{n^{2}} \sum_{m>0} \frac{1}{m^{2}}
$$

By splitting up the summation region $\mathbb{Z}_{>0} \times \mathbb{Z}_{>0}$ into an upper triangle region, a lower triangular region, and a diagonal region, we obtain

$$
\begin{aligned}
& =\sum_{n>m>0} \frac{1}{m^{2} n^{2}}+\sum_{m>n>0} \frac{1}{n^{2} m^{2}}+\sum_{n=m>0} \frac{1}{n^{2} m^{2}} \\
& =\zeta(2,2)+\zeta(2,2)+\zeta(4) \\
& =2 \zeta(2,2)+\zeta(4) .
\end{aligned}
$$

This example generalises, and the associated multiplication is reflected in the stuffle product $*$ on $\mathbb{Q}\langle x, y\rangle$. For further details see Hof92.

Definition 1.1.22 (Stuffle product). The stuffle product $*$ on $\mathbb{Q}\langle x, y\rangle$ is defined recursively as follows.
i) For any word $w$, we have $1 * w=w * 1=w$, where 1 is the empty word,
ii) For any word $w$ and any integer $n \geq 1$, we have

$$
x^{n} * w=w * x^{n}=w x^{n}
$$

iii) For any words $w_{1}, w_{2}$ and integers $p, q \geq 0$, we have

$$
y x^{p} w_{1} * y x^{q} w_{2}=y x^{p}\left(w_{1} * y x^{q} w_{2}\right)+y x^{q}\left(y x^{p} w_{1} * w_{2}\right)+y x^{p+q+1}\left(w_{1} * w_{2}\right)
$$

The stuffle product has a better interpretation on the MZV arguments themselves, rather than the $x y$-encoding strings. This interpretation can be obtained from the third part of Definition 1.1.22, namely: the MZV arguments are shuffled in all possible ways (coming from the first two terms), and two arguments can be stuffed into the same slot (coming from the third term, and alternatively just called 'extra stuff').

This endows $(\mathbb{Q}\langle x, y\rangle, *)$ with a different commutative algebra structure. Since the MZV series multiply with the $*$-product we find that $\zeta$ is a homomorphism

$$
\zeta:(\mathbb{Q}\langle x, y\rangle, *) \rightarrow(\mathbb{R}, \cdot) .
$$

More explicitly, this means for any two words $w_{1}$ and $w_{2}$ in $\mathfrak{H}^{0}$, we have

$$
\zeta\left(w_{1}\right) \zeta\left(w_{2}\right)=\zeta\left(w_{1} * w_{2}\right)
$$

### 1.1.4.4 (Regularised or extended) double shuffle on MZV's

We have two distinct ways of multiplying MZV's, so they demand to be compared. By expanding out a product of MZV's in the two different ways, the difference between both sides will be 0 . This gives us linear relations between MZV's.

Example 1.1.23. In Example 1.1.20 we have an expression for $\zeta(2) \zeta(2)$ using the shuffle product. And in Example 1.1.21 we have an expansion for $\zeta(2) \zeta(2)$ using the stuffle product. Comparing the two leads to

$$
2 \zeta(2,2)+\zeta(4) \stackrel{\text { stuffle }}{=} \zeta(2) \zeta(2) \stackrel{\text { shuffle }}{=} 2 \zeta(2,2)+4 \zeta(1,3) .
$$

The difference between the left and right hand sides gives the identity

$$
4 \zeta(1,3)=\zeta(4)
$$

Remark 1.1.24. This identity (after evaluating $\zeta(4)$ ) is in fact a special case of the Zagier-Broadhurst identity that will form part of the background to Chapter 2.

Identity 1.1.25 (Double shuffle). For any $w_{1}, w_{2} \in \mathfrak{H}^{0}$, the following standard family of linear relations on MZV's holds:

$$
\zeta\left(w_{1} * w_{2}-w_{1} ш w_{2}\right)=0
$$

It is known that the relations in Identity 1.1.25 are insufficient for generating all linear relations between MZV's. For example, the minimum possible weight of a double shuffle relation is 4, coming from $\zeta(2) Ш \zeta(2)-\zeta(2) * \zeta(2)$, so the weight 3 result $\zeta(1,2)=\zeta(3)$ cannot arise. However, we can fix things by allowing a formal symbol $\zeta(1)$ for the divergent MZV, and extending the map $\zeta$ to certain non-admissible words. Comparing shuffle and stuffle leads to all divergent terms (formally) cancelling, and new linear relations appearing.

Identity 1.1.26 (Extended double shuffle). For any $w_{1} \in \mathfrak{H}^{1}:=\mathbb{Q} 1+y \mathbb{Q}\langle x, y\rangle$ and $w_{2} \in \mathfrak{H}^{0}$, the following standard family of linear relations on MZV's holds:

$$
\zeta\left(w_{1} * w_{2}-w_{1} ш w_{2}\right)=0
$$

Here $\mathfrak{H}^{1}:=\mathbb{Q} 1+y \mathbb{Q}\langle x, y\rangle$ corresponds to the inclusion of words not ending in $x$. Equivalently $\mathfrak{H}^{1}$ describes divergent MZV's $\zeta\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ with $n_{k}=1$.

Example 1.1.27. Consider expanding $\zeta(2) \zeta(1)$ using the stuffle and shuffle products. For the stuffle product we obtain

$$
\zeta(2) * \zeta(1)=\zeta(y x * y)=\zeta(y y x+y x y+y x x)=\zeta(1,2)+\zeta(2,1)+\zeta(3)
$$

whereas for the shuffle product we obtain

$$
\zeta(2) Ш \zeta(1)=\zeta(y x \amalg y)=\zeta(2 \cdot y y x+y x y)=2 \zeta(1,2)+\zeta(2,1)
$$

The divergent term $\zeta(2,1)$ cancels when comparing the two equations, and leads to another proof of Euler's identity Proposition 1.1.7

$$
\zeta(1,2)=\zeta(3)
$$

Remark 1.1.28. As it currently stands, Example 1.1.27 above is still only a formal proof. To be made rigorous one has to show that the formal cancellation of the divergent MZV's $\zeta(2,1)$ is actually allowed. This is proven rigorously in Sections 2 and 3 of IKZ06, by defining certain regularisation procedures for the divergent MZV's, wherein the divergent $\zeta(1)$ is replaced by an indeterminate $T$. In Theorem 1 of IKZ06, a comparison of these regularisation procedures gives relations between different MZV's. It is later shown in Theorem 2 of IKZ06 that this comparison is equivalent to (among other things) the extended/regularised double shuffle relations in Identity 1.1.26.

Part of the procedure in IKZ06 involves extracting the coefficient term of a polynomial in $T$ (the formal symbol replacing $\zeta(1))$. This ends up setting $T=0$, so one can interpret this as regularising $\zeta(1) \stackrel{\text { reg }}{=} 0$, to get finite values for the divergent MZV's. We will see this again when we discuss the shuffle regularisation of motivic iterated integrals in Section 1.2.3.1

Conjecturally, all relations between MZV's come from this regularised comparision of shuffle and stuffle. Zudilin gives a precise version of this statement as follows.

Conjecture 1.1.29 (MZV relations, Conjecture 2 in Zud03). The kernel of the $\zeta$ map, which describes all linear relations between MZV's, is given by

$$
\operatorname{ker} \zeta=\left\{u \amalg v-u * v \mid u \in \mathfrak{H}^{1}, v \in \mathfrak{H}^{0}\right\}
$$

where $\mathfrak{H}^{1}:=\mathbb{Q} 1+y \mathbb{Q}\langle x, y\rangle$ corresponds to the inclusion of words not ending in $x$. Equivalently $\mathfrak{H}^{1}$ describes divergent MZV's $\zeta\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ with $n_{k}=1$.

### 1.1.4.5 Examples of relations on MZV's

It is evident from the double-shuffle identities in Section 1.1.4.4 that MZV's should satisfy a large number of relations (something which is confirmed by the Dimension conjecture, in Section 1.1.5.3 below). Typically double-shuffle generates very messy and unstructured identities; one needs to combine carefully chosen double-shuffle relations to obtain more aesthetically pleasing identities. The purpose of this section is just to give a selection of these interesting or pretty identities, to make the theory a little concrete.

Identity 1.1.30. Borwein, Bradley and Broadhurst BBB97] use generating function methods to recover the following identity

$$
\zeta\left(\{2\}^{n}\right)=\frac{2(2 \pi)^{2 n}}{(2 n+1)!}\left(\frac{1}{2}\right)^{2 n+1}=\frac{\pi^{2 n}}{(2 n+1)!}
$$

which can also be established using a variant of Euler's method for evaluating $\zeta(2)$. More generally, they establish that $\zeta\left(\{2 k\}^{n}\right) \in \pi^{2 k n} \mathbb{Q}=\zeta(2 k n) \mathbb{Q}$, with explicit expressions for small cases. The evaluations have a very particular form: a factor $\frac{2 k(2 \pi)^{2 n k}}{(2 k n+k)!}$ multiplied by a sum over certain algebraic numbers. For example,

$$
\zeta\left(\{8\}^{n}\right)=\frac{8(2 \pi)^{8 n}}{(8 n+4)!}\left(\left(1+\frac{1}{\sqrt{2}}\right)^{4 n+2}+\left(1-\frac{1}{\sqrt{2}}\right)^{4 n+2}\right)
$$

Identity 1.1.31 (Broadhurst-Zagier). The following identity was conjectured by Zagier Zaag94 on the basis of much numerical evidence. A proof was later provided by Broadhurst [BBBL01] using hypergeometric functions.

$$
\zeta\left(\{1,3\}^{n}\right)=\frac{2 \pi^{4 n}}{(4 n+2)!}
$$

This identity is but the simplest example of a (largely) conjectural family of 'cyclic-insertion' identities that will be the focus of Chapter 2. The identity itself will be revisited in Section 2.1.1 when we sketch Broadhurst's proof, and fit the identity into a broader context.

Identity 1.1.32 (Gangl-Kaneko-Zagier, GKZ06). The following identity on double zeta values $\zeta(a, b)$ is the first in an infinite family of identities which arise in connection to modular forms. There is a similar identity at weight $k$, whenever there is a non-trivial cusp form of weight $k$ on $\Gamma_{1}$. The weight
$k=12$ identity is

$$
28 \zeta(3,9)+150 \zeta(5,7)+168 \zeta(7,5)=\frac{5197}{691} \zeta(12) .
$$

Identity 1.1.33 (Cyclic derivations, Ohno). The following, very short, identity arises from applying Ohno's 'cyclic derivations' identity HO03] to the word $w=\left(y x^{2}\right)^{n}$. One obtains

$$
\zeta\left(\{3\}^{n}, 4\right)=\zeta\left(1,3,\{3\}^{n}\right)+\zeta\left(2,\{3\}^{n}, 2\right)
$$

### 1.1.5 Open questions about MZV's, and reasons for interest

With regard to multiple zeta values, one of the main areas of focus is the attempt to fully understand all the relations they satisfy. We have from Conjecture 1.1.29 a conjectural description of the space of all relations. This description entails plenty of further consequences, whose truth is still largely unknown.

### 1.1.5.1 Direct sum conjecture

All known relations between MZV's break up into relations between MZV's of the same weight. Conjecturally, all relations between MZV's are homogeneous, and so the vector space of MZV's is in fact weight graded. The Direct sum conjecture in Fur03 essentially states:

Conjecture 1.1.34 (Direct sum conjecture). When regarded as a $\mathbb{Q}$-vector space, the space of MZV's is the direct sum of the subspaces $\mathcal{Z}_{k}$ of MZV's of weight $k$, so that all relations are homogeneous with respect to weight.

From Conjecture 1.1.29, we have a conjectural description of the space of all MZV relations. It is clear from the statement of Conjecture 1.1.29 that the relations produced by comparing shuffle and stuffle are homogeneous.

### 1.1.5.2 Irrationality and transcendence

The irrationality, transcendence and linear independence properties of these numbers are still very mysterious. Thanks to Euler Theorem 1.1.6 we know that $\zeta(2 k) \in \pi^{2 k} \mathbb{Q}$, so that all even zetas are irrational and $\mathbb{Q}$-algebraically dependent. Moreover, since $\pi$ is transcendental, they are $\mathbb{Q}$-linearly independent.

The only other explicit result on irrationality of MZV's is due to Apéry, as recently as 1978, when he proved that $\zeta(3)$ is irrational Apé79. No one yet can even prove that $\zeta(5)$ is irrational, and aside from some curious non-explicit results like 'one of $\zeta(5), \zeta(7), \zeta(9)$ and $\zeta(11)$ is irrational', and 'infinitely many $\zeta$ (odd) are irrational' Riv00, little more is known. The question of proving $\zeta(5)$ and $\zeta(3)$ are even $\mathbb{Q}$-linearly independent, i.e. $\zeta(5) / \zeta(3)$ is irrational, seems hopelessly out of reach.

Morally, we do know what happens. We expect the following.

Conjecture 1.1.35 (Algebraic independence conjecture, Conjecture 1 in Zud03). The numbers

$$
\pi, \zeta(3), \zeta(5), \zeta(7), \zeta(9), \ldots,
$$

are algebraically independent over $\mathbb{Q}$.
Moreover, as indicated above, no-one since Euler has been able to reduce $\zeta(3,5)$ to a polynomial in Riemann zeta values $\zeta(n)$. So in fact, we even expect

$$
\zeta(3,5), \pi, \zeta(3), \zeta(5), \zeta(7), \zeta(9), \ldots
$$

to be algebraically independent over $\mathbb{Q}$.

### 1.1.5.3 Dimension and basis conjectures

Following extensive numerical computations, searching for linear relations between MZV's, Zagier found numerically that the dimension of the space $\mathcal{Z}_{k}$ of MZV's of weight $k$ is given by:

| $k$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k}$ | 1 | 1 | 1 | 2 | 2 | 3 | 4 | 5 | 7 | 9 | 12 |

This leads to the general conjecture in Section 9 of Zag94 that $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k}$ is given by the coefficient of $x^{k}$ in the expansion of $\frac{1}{1-x^{2}-x^{3}}$, or equivalently by $d_{k}$, where $d_{k}$ is defined by the recurrence relation:

$$
\left\{\begin{array}{l}
d_{k}=d_{k-2}+d_{k-3} \text { with } \\
d_{2}=d_{3}=d_{4}=1
\end{array}\right.
$$

Conjecture 1.1.36 (Dimension conjecture, in Section 9 of Zag94). The dimension of the space $\mathcal{Z}_{k}$ of MZV's of weight $k$ is given by $d_{k}$, satisfying the recurrence $d_{k}=d_{k-2}+d_{k-3}$ with initial conditions $d_{2}=d_{3}=d_{4}=1$.

This recurrence relating weight $k$ MZV's to weight $k-2$ and weight $k-3$ in turn lead Hoffman to propose a candidate basis for the space $\mathcal{Z}_{k}$ might be given by $\zeta(w)$, where the word $w$ is of weight $k$ and satisfies $w \in\{2,3\}^{\times}$. That is, a basis might consist of zetas where the arguments are 2's and 3's only.

Conjecture 1.1.37 (Basis conjecture, Conjecture C in Hof97.). A basis for the space $\mathcal{Z}_{k}$ is given by the Hoffman elements $\zeta\left(n_{1}, \ldots, n_{r}\right)$, where $n_{1}, \ldots, n_{r} \in\{2,3\}$, with weight $k$.

It has since been proved, by various authors such as Goncharov Gon02, Terasoma Ter02 and Brown Bro12a], that the upper bound $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k} \leq d_{k}$ indeed holds. It is also known from Brown's work with motivic MZV's that the Hoffman elements, $\zeta(w)$ with $w \in\{2,3\}^{\times}$, do span the space of MZV's. Later, we can sketch some ideas from one proof of this which uses Brown's motivic MZV's, to be introduced below.

The reverse inequality is much harder to tackle. We don't even have a single proven instance where $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k}>1$. Nobody seriously entertains the notion that $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k}=1$, for $k \geq 5$, but for all we know the MZV's of weight $k$ are all rational multiples of $\zeta(k)$, with immensely complicated rational factors we haven't identified yet.

### 1.2 Motivic MZV's

Motivic MZV's provide a way to study MZV's from a purely algebraic point of view, free from the analytic 'fiddleyness' that plagues the real-valued MZV's. Goncharov Gon05, end of Section 1.2] goes as far as to claim that in his opinion "... an understanding of the transcendental aspects of the iterated integrals is impossible without investigation of the corresponding motivic objects".

Goncharov provides a construction of motivic iterated integrals. These motivic iterated integrals have a richer algebraic structure than the classical iterated integrals, in that form a Hopf algebra with coproduct $\Delta$. By analogy with the Kontsevich integral representation of MZV's, Goncharov can then define motivic MZV's and make use of this Hopf algebra structure to study motivic MZV's. Unfortunately Goncharov's motivic MZV's are not completely satisfactory because his $\zeta^{\mathcal{M}}(2)$ element is necessarily 0 . Brown's motivic MZV framework provides a refinement to this, further lifting the Hopf algebra of iterated integrals to a comodule where $\zeta^{\mathfrak{m}}(2) \neq 0$. The exact details of Gonchaov's motivic iterated integral construction, and the further refinements for Brown's motivic MZV framework, are not essential to the rest of this thesis, so we will provide only an overview of the construction.

The most important aspects of the motivic MZV framework for us are the combinatorial tools (namely the derivations $D_{r}$ giving the infinitesimal coproduct, and Brown's theorem characterising ker $D_{<N}$ ) which make it possible for us to algorithmically decompose motivic MZV's.

### 1.2.1 Goncharov's Hopf algebra of motivic iterated integrals

After fixing an embedding $\overline{\mathbb{Q}} \hookrightarrow \mathbb{C}$, Goncharov Gon05 shows how the iterated integrals $I\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)$, defined in Section 1.1.3 above, can be upgraded to framed mixed Tate motives over $\overline{\mathbb{Q}}$, at least when the parameters $x_{i}$ are algebraic numbers. This procedure gives us a motivic iterated integral:

$$
I^{\mathcal{M}}\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right) \in \mathcal{A}_{n}(\overline{\mathbb{Q}})
$$

that by definition lies in a commutative, graded Hopf algebra $\mathcal{A} \bullet(\overline{\mathbb{Q}})$.
Assuming the parameters $x_{i}$ are algebraic numbers, there are only finitely many, so one can suppose they lie in some number field $F$, rather than just in $\overline{\mathbb{Q}}$. Then the graded, commutative Hopf algebra $\mathcal{A}_{\bullet}(F)$ is the (unipotent quotient of the) fundamental de Rham Hopf algebra of the abelian category $\mathcal{M} \mathcal{T}(F)$ of mixed Tate motives over $F$.

Since the motivic iterated integrals lie in a Hopf algebra, they admit a coproduct $\Delta$. This is a genuinely new algebraic structure on iterated integrals; it is completely invisible at the level of numbers. Goncharov Gon05 proves that the coproduct is as follows.

Theorem 1.2.1 (Goncharov, Theorem 1.2 in Gon05). The coproduct on the Hopf algebra of motivic iterated integrals is given by the formula

$$
\begin{gathered}
\Delta I^{\mathcal{M}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)= \\
\sum_{0=i_{0}<i_{1}<\ldots<i_{k}<i_{k+1}=n+1} I^{\mathcal{M}}\left(a_{0} ; a_{i_{1}}, \ldots, a_{i_{k}} ; a_{n+1}\right) \otimes \prod_{p=0}^{k} I^{\mathcal{M}}\left(a_{i_{p}} ; a_{i_{p}+1}, \ldots, a_{i_{p+1}-1} ; a_{i_{p+1}}\right)
\end{gathered}
$$

Remark 1.2.2. This formula has an elegant interpretation in terms of cutting off segments of a semicircular polygon. For example, the term:

$$
I^{\mathcal{M}}\left(a_{0} ; a_{1}, a_{3}, a_{6} ; a_{9}\right) \otimes I^{\mathcal{M}}\left(a_{0} ; a_{1}\right) I^{\mathcal{M}}\left(a_{1} ; a_{2} ; a_{3}\right) I^{\mathcal{M}}\left(a_{3} ; a_{4}, a_{5} ; a_{6}\right) I^{\mathcal{M}}\left(a_{6} ; a_{7}, a_{8} ; a_{9}\right)
$$

in the coproduct $\Delta I^{\mathcal{M}}\left(a_{0} ; a_{1}, \ldots, a_{8} ; a_{9}\right)$ corresponds to cutting off the indicated segments from the semicircular polygon below:


The other terms arise from taking all other possible choices of segments.

There is a canonical surjective homomorphism:

$$
\begin{aligned}
p_{\sigma}: \mathcal{A}_{\bullet}(F) & \rightarrow \mathcal{P}_{\bullet}^{\sigma}(F) \\
I^{\mathcal{M}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right) & \mapsto \bar{I}\left(\sigma\left(a_{0}\right) ; \sigma\left(a_{1}\right), \ldots, \sigma\left(a_{n}\right) ; \sigma\left(a_{n+1}\right)\right)
\end{aligned}
$$

that realises a motivic iterated integral by the projection of its classical counterpart to the associated graded $\mathcal{P}_{\bullet}^{\sigma}(F)$ of the filtered algebra $\mathcal{P}^{\sigma}(F)$ of periods of mixed Tate motives over $F$. (Here $\sigma: F \hookrightarrow \mathbb{C}$ is an embedding of $F$ into $\mathbb{C}$.) Roughly, this means that any relations satisfied on the motivic level also hold on the level of classical integrals, modulo integrals of lower weight.

Conjecturally this map $p_{\sigma}$ should in fact define an isomorphism from the $\mathbb{Q}$-vector space of motivic iterated integrals to the $\mathbb{Q}$-vector space of periods of mixed Tate motives over $F$. Whether or not this is true, as a purely algebraic lifting of iterated integrals to motivic iterated integrals, we gain the structure of a Hopf algebra, and eliminate the transcendence problems that plague the classical iterated integrals. We can therefore use these motivic iterated integrals to gain new insights into the classical iterated integrals.

### 1.2.2 Goncharov's motivic MZV's

With the Kontsevich integral representation of multiple zeta values, we can make the following definition to obtain Goncharov's motivic MZV's.

Definition 1.2.3. Goncharov's motivic multiple zeta value $\zeta^{\mathcal{M}}\left(s_{1}, \ldots, s_{k}\right)$ is defined by

$$
\zeta^{\mathcal{M}}\left(s_{1}, \ldots, s_{k}\right)=(-1)^{k} I^{\mathcal{M}}\left(0 ; 1,\{0\}^{s_{1}-1}, \ldots, 1,\{0\}^{s_{k}-1} ; 1\right)
$$

With this definition, Goncharov notes that $\zeta^{\mathcal{M}}(2 k)=0$ because $(2 \pi \mathrm{i})^{-2 k} \zeta(2 k) \in \mathbb{Q}$ and $\mathcal{A}=\mathcal{O}\left(\mathcal{U}^{\mathcal{M}}\right)$, the ring of regular functions on the unipotent part of the motivic Galois group. However, $\zeta^{\mathcal{M}}(2 k+1) \neq 0$ in this setting, and here we get to see the first success of the motivic viewpoint in eliminating the analytic difficulties of MZV's.

Proposition 1.2.4 (Goncharov, Gon05]). Although no-one can prove yet that the numbers $\zeta(2 k+1)$ are linearly independent over $\mathbb{Q}$, we have that the motivic elements

$$
\zeta^{\mathcal{M}}(2 k+1) \in \mathcal{A}_{2 k+1}(\mathbb{Q})
$$

are linearly independent over $\mathbb{Q}$.

Proof. The elements belong to components of different degrees in $\mathcal{A} \bullet(\mathbb{Q})$. Therefore they must be linearly independent over $\mathbb{Q}$.

In fact we can prove even more than this. Not only are the elements $\zeta^{\mathcal{M}}(2 k+1)$ linearly independent over $\mathbb{Q}$, they are in fact algebraically independent over $\mathbb{Q}$, as expected from Conjecture 1.1.35

Theorem 1.2.5. The odd motivic multiple zeta values $\zeta^{\mathcal{M}}(3), \zeta^{\mathcal{M}}(5), \zeta^{\mathcal{M}}(7), \ldots, \zeta^{\mathcal{M}}(2 n+1), \ldots$ are algebraically independent over $\mathbb{Q}$.

Proof. We will prove this by a induction on the size of the purported algebraically dependent set. Firstly we observe that the odd motivic MZV $\zeta^{\mathcal{M}}(2 n+1)$ is transcendental over $\mathbb{Q}$. That is, $\zeta^{\mathcal{M}}(2 n+1)$ is not a root of any non-zero polynomial $f(x) \in \mathbb{Q}[x]$. This is an easy observation because of the weight grading of motivic MZV's. Suppose that $f(x)=\sum_{i=0}^{k} \alpha_{i} x^{i}$ is a non-zero polynomial of degree $k$ which has $\zeta^{\mathcal{M}}(2 n+1)$ as a root. Then we have $a_{k} \neq 0$ and $a_{i}=0$ for $i<k$ because of the weight grading. So weight $(2 n+1) k$ part of this relation is only $\alpha_{k} \zeta^{\mathcal{M}}(2 n+1)^{k}=0$. Since $\zeta^{\mathcal{M}}(2 n+1) \neq 0$, we conclude that $\alpha_{k}=0$, contradicting our definition of $f$.

We thus have that any size 1 set of odd motivic MZV's is algebraically independent over $\mathbb{Q}$. Suppose now that $S=\left\{\zeta^{\mathcal{M}}\left(a_{1}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)\right\}$ is a set of $\ell$ odd motivic MZV's, and that any set of size $\leq \ell-1$ other odd motivic MZV's is algebraically independent over $\mathbb{Q}$. We will prove that $S$ is also algebraically independent over $\mathbb{Q}$.

Suppose to the contrary, that $S$ is algebraically dependent over $\mathbb{Q}$. Without loss of generality, assume that $a_{1}<a_{2}<\cdots<a_{\ell}$. Let

$$
f\left(x_{1}, \ldots, x_{\ell}\right)=\sum_{i_{1}, \ldots, i_{\ell}} \alpha_{i_{1}, \ldots, i_{\ell}} x_{1}^{i_{1}} \cdots x_{\ell}^{i_{\ell}}
$$

be the minimal polynomial witnessing this algebraic dependence. Here the sum runs over $i_{1}, \ldots, i_{\ell} \geq 0$ with $\sum a_{j} i_{j}=N$, for some fixed weight $N$, and minimal means in terms of the total degree. With this polynomial we have $f\left(\zeta^{\mathcal{M}}\left(a_{1}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)\right)=0$. Now apply the coproduct, and look at the weight $\left(a_{1}, N-a_{1}\right)$ component. In the coproduct, $\zeta^{\mathcal{M}}\left(a_{1}\right) \mapsto 1 \otimes \zeta^{\mathcal{M}}\left(a_{1}\right)+\zeta^{\mathcal{M}}\left(a_{1}\right) \otimes 1$, so the only way to obtain $\zeta^{\mathcal{M}}\left(a_{1}\right) \otimes \cdots$ is via the $\zeta^{\mathcal{M}}\left(a_{1}\right) \otimes \zeta^{\mathcal{M}}\left(a_{1}\right)^{i_{1}-1}$ term from $\Delta \zeta^{\mathcal{M}}\left(a_{1}\right)^{i_{1}}$, and the $1 \otimes \zeta^{\mathcal{M}}\left(a_{k}\right)^{i_{k}}$ terms from each $\Delta \zeta^{\mathcal{M}}\left(a_{k}\right)^{i_{k}}$. We get that the weight $\left(a_{1}, N-a_{1}\right)$ component is

$$
\zeta^{\mathcal{M}}\left(a_{1}\right) \otimes\left(\sum_{i_{1}, \ldots, i_{\ell}} \alpha_{i_{1}, \ldots, i_{\ell}}\binom{i_{1}}{1} \zeta^{\mathcal{M}}\left(a_{1}\right)^{i_{1}-1} \zeta^{\mathcal{M}}\left(a_{2}\right)^{i_{2}} \cdots \zeta^{\mathcal{M}}\left(a_{\ell}\right)^{i_{\ell}}\right)
$$

Here the sum runs over $i_{1} \geq 1$ and $i_{2}, \ldots, i_{\ell}$ with $\sum a_{j} i_{j}=N$.
Since the coproduct $\Delta f\left(\zeta^{\mathcal{M}}\left(a_{1}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)\right)=\Delta 0=0$, we must have that this ( $a_{1}, N-a_{1}$ ) degree component already vanishes. Since $\zeta^{\mathcal{M}}\left(a_{1}\right) \neq 0$, we obtain

$$
\sum_{i_{1}^{\prime}, \ldots, i_{\ell}^{\prime}} \alpha_{i_{1}^{\prime}+1, i_{2}^{\prime}, \ldots, i_{\ell}^{\prime}}\left(i_{1}^{\prime}+1\right) \zeta^{\mathcal{M}}\left(a_{1}\right)^{i_{1}^{\prime}} \zeta^{\mathcal{M}}\left(a_{2}\right)^{i_{2}^{\prime}} \cdots \zeta^{\mathcal{M}}\left(a_{\ell}\right)^{i_{\ell}^{\prime}}=0
$$

after changing variables $i_{1}^{\prime}=i_{1}^{\prime}-1$, and otherwise $i_{j}^{\prime}=i_{j}$. Here the sum runs over all $i_{1}^{\prime}, \ldots, i_{\ell}^{\prime} \geq 0$ with $\sum a_{j} i_{j}=N-a_{1}$.

We see that this combination is a strictly lower degree polynomial under which the algebraic dependence of $\zeta^{\mathcal{M}}\left(a_{1}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)$ is witnessed. This is not possible by out assumption that $f$ is the minimal such polynomial, so we conclude that $\alpha_{i_{1}^{\prime}+1, i_{2}^{\prime}, \ldots, i_{\ell}^{\prime}}\left(i_{1}^{\prime}+1\right)=0$. Since $i_{1}^{\prime}+1 \geq 0+1=1$, we find that $\alpha_{i_{1}^{\prime}+1, i_{2}^{\prime}, \ldots, i_{\ell}^{\prime}}=0$, for $i_{j}^{\prime} \geq 0$.

Plugging this information about $\alpha$ back into the polynomial $f$, we obtain

$$
f\left(x_{1}, \ldots, x_{\ell}\right)=\sum_{i_{2}, \ldots, i_{\ell}} \alpha_{0, i_{2}, \ldots, i_{\ell}} x_{2}^{i_{2}} \cdots x_{\ell}^{i_{\ell}}=: \widetilde{f}\left(x_{2}, \ldots, x_{\ell}\right)
$$

is independent of $x_{1}$. Since $S^{\prime}=\left\{\zeta^{\mathcal{M}}\left(a_{2}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)\right\}$ is algebraically independent over $\mathbb{Q}$ by assumption (being a set of size $\ell-1$ ), we must have that $\alpha_{0, i_{2}, \ldots, i_{\ell}}=0$ also, to ensure that $\tilde{f}$ is identically 0 .

This now shows that $f$ itself is identically 0 . So the polynomial witnessing the algebraic dependence of $S=\left\{\zeta^{\mathcal{M}}\left(a_{1}\right), \ldots, \zeta^{\mathcal{M}}\left(a_{\ell}\right)\right\}$ is identically 0 . This is a contradiction since such a polynomial must be non-zero. Hence the set $S$ is in fact algebraically independent over $\mathbb{Q}$.

Since we established directly that any set of size 1 is algebraically independent over $\mathbb{Q}$, we obtain by induction a proof that any finite set $S$ of odd motivic MZV's is algebraically independent over $\mathbb{Q}$. This proves the claim about the $\mathbb{Q}$-algebraic independence of $\zeta^{\mathcal{M}}(3), \zeta^{\mathcal{M}}(5), \zeta^{\mathcal{M}}(7), \ldots, \zeta^{\mathcal{M}}(2 \mathrm{k}+1), \ldots$.

In the same paper Gon05, Goncharov gives an application of this motivic iterated integral framework, and motivic multiple zeta value framework, to the detailed study of the motivic double zeta values.

One application is to show that $\zeta^{\mathcal{M}}(3,5)$ is irreducible.
Proposition 1.2.6 (Goncharov, Gon05). The motivic MZV $\zeta^{\mathcal{M}}(3,5)$ is irreducible, so cannot be expressed as a polynomial in Riemann zeta values $\zeta^{\mathcal{M}}(n)$.

Sketch proof: Make use of the restricted coproduct $\Delta^{\prime}$, defined by $\Delta^{\prime}(x)=\Delta(x)-1 \otimes x-x \otimes 1$. One has that if $\Delta^{\prime}(x)=\Delta^{\prime}(y)=0$, then $\Delta^{\prime}(x y)=x \otimes y+y \otimes x$.

One computes that

$$
\Delta^{\prime}\left(\zeta^{\mathcal{M}}(3,5)\right)=-5 \cdot \zeta^{\mathcal{M}}(3) \otimes \zeta^{\mathcal{M}}(5)
$$

Since $\zeta^{\mathcal{M}}(2 n+1) \neq 0$, this shows that $\zeta^{\mathcal{M}}(3,5) \neq 0$ also.
Moreover if $\zeta^{\mathcal{M}}(3,5)$ were a (sum of) products of Riemann zeta values, we could antisymmetrise and the result would vanish by the computation $\Delta^{\prime}(x y)$ above.

But antisymmetrising $\Delta^{\prime}\left(\zeta^{\mathcal{M}}(3,5)\right)=-5 \cdot \zeta^{\mathcal{M}}(3) \otimes \zeta^{\mathcal{M}}(5)$ gives $-5 \cdot \zeta^{\mathcal{M}}(3) \wedge \zeta^{\mathcal{M}}(5) \neq 0$. This proves that $\zeta^{\mathcal{M}}(3,5)$ cannot be expressed as a polynomial in Riemann zeta values, so is irreducible.

A second application Goncharov gives is to prove that the motivic double shuffle relations suffice to generate all relations on motivic double zeta values.

Theorem 1.2.7 (Goncharov, Theorem 6.5 in Gon05). Consider the generating series $\bar{\zeta}^{\mathcal{M}}\left(t_{0}, t_{1}, t_{2}\right):=$ $\bar{\zeta}^{\mathcal{M}}\left(t_{1}, t_{2}\right)$, where $t_{0}+t_{1}+t_{2}=0$, and $\bar{\zeta}^{\mathcal{M}}$ is the projection of $\zeta^{\mathcal{M}}$ modulo products and depth 1 terms. We have
i) The generating series $\bar{\zeta}^{\mathcal{M}}\left(t_{0}, t_{1}, t_{2}\right)$ satisfies the dihedral symmetry relations

$$
\bar{\zeta}^{\mathcal{M}}\left(t_{0}, t_{1}, t_{2}\right)=\bar{\zeta}^{\mathcal{M}}\left(t_{1}, t_{2}, t_{0}\right)=-\bar{\zeta}^{\mathcal{M}}\left(t_{0}, t_{2}, t_{1}\right)=\bar{\zeta}^{\mathcal{M}}\left(-t_{0},-t_{1},-t_{2}\right)
$$

which are the motivic analogue of the (regularised) double shuffle relations.
ii) And there are no other relations between the coefficients of the generating series $\bar{\zeta}^{\mathcal{M}}\left(t_{0}, t_{1}, t_{2}\right)$.

Goncharov's motivic iterated integrals, and motivic MZV's, do provide new insight into the structure of real MZV's. However, they are not a perfect tool for studying real MZV's: the motivic element $\zeta^{\mathcal{M}}(2)$ vanishes, so we miss out on this part of the story. Because $\zeta^{\mathcal{M}}(2)=0$, there is no period map down to $\mathbb{C}$, so we cannot compare numerically with the real valued classical MZV relations. Brown's motivic MZV framework plugs this gap.

### 1.2.3 Brown's motivic MZV's

In Bro12a, Brown shows how Goncharov's motivic iterated integrals can be further lifted in such a way that $\zeta^{\mathfrak{m}}(2)$ is non-zero. (Brown uses the notation $\mathfrak{m}$ for his motivic elements.)

For parameters $a_{i} \in\{0,1\}$, the motives corresponding to Goncharov's motivic iterated integrals $I^{\mathcal{M}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)$ are unramified over $\mathbb{Z}$, so they lie in $\mathcal{A}^{\mathcal{M} \mathcal{T}}:=\mathcal{A}_{\bullet}(\mathbb{Z})$. We can then introduce a trivial comodule over $\mathcal{A}^{\mathcal{M} \mathcal{T}}$, defined by

$$
\mathcal{H}^{\mathcal{M} \mathcal{T}_{+}}:=\mathcal{A}^{\mathcal{M} \mathcal{T}} \otimes_{\mathbb{Q}} \mathbb{Q}\left[f_{2}\right]
$$

where $f_{2}$ is taken to be of degree 2. This $f_{2}$ will correspond to the non-zero lifting of Goncharov's $\zeta^{\mathcal{M}}(2)$.

In Theorem 3.5 of Bro12b Brown then proves that there is a Hopf subalgebra $\mathcal{A}$ of $\mathcal{A}^{\mathcal{M} \mathcal{T}}$, and a graded comodule $\mathcal{H}=\mathcal{H}_{\bullet}$ over $\mathcal{A}$, satisfying the following properties. (See section 2 of Bro12a, or the summary in Theorem 3.5 of Bro12b)

- It is spanned by the motivic iterated integrals

$$
I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right) \in \mathcal{H}_{n}
$$

with $a_{i} \in\{0,1\}$, satisfying the standard properties of iterated integrals given in Section 1.1.3

- There is a period map

$$
\begin{align*}
\text { per: } \mathcal{H} & \rightarrow \mathbb{R}  \tag{1.2.1}\\
I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right) & \mapsto I\left(a_{0} ; a_{1}, \ldots ; a_{n} ; a_{n+1}\right) \tag{1.2.2}
\end{align*}
$$

which is a ring homomorphism. This means that motivic relations descend exactly to relations on classical MZV's.

- There is a non-canonical isomorphism of Hopf algebra comodules

$$
\mathcal{H} \cong \mathcal{A} \otimes_{\mathbb{Q}} \mathbb{Q}\left[\zeta^{\mathfrak{m}}(2)\right]
$$

and a non-canonical embedding of Hopf algebra comodules $\mathcal{H} \hookrightarrow \mathcal{H}^{\mathcal{M} \mathcal{T}_{+}}$, which sends $\zeta^{\mathfrak{m}}(2)=$ $-I^{\mathfrak{m}}(0 ; 1,0 ; 1)$ to $f_{2} . \zeta^{\mathfrak{m}}(2)$ is non-zero in this incarnation.

Given Brown's motivic iterated integrals, we can make an analogous definition of a motivic multiple zeta value.

Definition 1.2.8. Brown's motivic multiple zeta value $\zeta^{\mathfrak{m}}\left(s_{1}, \ldots, s_{k}\right)$ is defined by

$$
\zeta^{\mathcal{M}}\left(s_{1}, \ldots, s_{k}\right)=(-1)^{k} I^{\mathfrak{m}}\left(0 ; 1,\{0\}^{s_{1}-1}, \ldots, 1,\{0\}^{s_{k}-1} ; 1\right)
$$

### 1.2.3.1 Shuffle regularisation of (motivic) MZV's

When dealing with (motivic) MZV's, we obtain iterated integrals from $x_{0}=0$ to $x_{n+1}=1$ which start with $x_{1}=1$ and end with $x_{n}=1$, as in $I(0 ; 1, \ldots, 0 ; 1)$. In particular the corresponding real-valued integrals are always convergent. It will be convenient (indeed necessary) to expand the class of allowed
integrals to include divergent integrals by assigning them a finite value in a precise way. This process of assigning a finite value to divergent integrals is known as regularisation.

The procedure for regularising iterated integrals is described by Brown, in Section 2.4 of Bro12b for the real-valued MZV's. A more explicit and precise procedure for doing this for motivic iterated integrals is given in Section 5.1 of Bro12b, in the paragraph following the list of relations. This motivic procedure is equally applicable to the real-valued integrals.

After regularising the divergent integral $I^{\mathfrak{m}}(0 ; 0 ; 1) \stackrel{\text { reg }}{=} 0$, using property I1 [Theorem 3.5 in Bro12b], we can regularise any divergent integral with parameters $x_{i} \in\{0,1\}$ that starts $I^{\mathfrak{m}}(0 ; 0, \ldots)$ by repeated application of the shuffle product formula. Any remaining divergences must be integrals that end $I^{\mathfrak{m}}(\ldots, 1 ; 1)$, which can be reduced to the previous case by duality.

Specifically, this regularisation is by way of relation R2 [Section 5.1 in Bro12b].

$$
\begin{align*}
& (-1)^{k} I^{\mathfrak{m}}\left(0 ;\{0\}^{k}, 1,\{0\}^{n_{1}-1}, \ldots, 1,\{0\}^{n_{r}-1} ; 1\right)= \\
& \sum_{i_{1}+\cdots+i_{r}=k}\binom{n_{1}-1+i_{1}}{i_{1}} \cdots\binom{n_{r}-1+i_{r}}{i_{r}} I^{\mathfrak{m}}\left(0 ; 1,\{0\}^{n_{1}+i_{1}-1}, \ldots, 1,\{0\}^{n_{r}+i_{r}-1} ; 1\right) \tag{1.2.3}
\end{align*}
$$

to deal with divergences where the integral starts $I^{\mathfrak{m}}(0 ; 0, \ldots)$. This is is proven by repeated application of the shuffle product identity

$$
0=I^{\mathfrak{m}}(0 ; 0 ; 1) I^{\mathfrak{m}}(0 ; w ; 1)=I^{\mathfrak{m}}(0 ; 0 ш w ; 1)
$$

coupled with the result that $I^{\mathfrak{m}}(0 ; 0 ; 1) \stackrel{\text { reg }}{=} 0$. Divergences where the integral ends $I^{\mathfrak{m}}(\ldots, 1 ; 1)$, are dealt with by applying duality, to reduce to the above case.

Example 1.2.9. For example, to regularise $z=I(0 ; 0,1,0,1,1 ; 1)$, we first apply rule $R 2$ to get

$$
\begin{aligned}
z & =I(0 ; \underbrace{0}_{k=1}, \underbrace{1,0}_{n_{1}=2}, \underbrace{1}_{n_{2}=1}, \underbrace{1}_{n_{3}=1} ; 1) \\
& =(-1)^{1} \sum_{i_{1}+i_{2}+i_{3}=1}\binom{1+i_{1}}{i_{1}}\binom{0+i_{2}}{i_{2}}\binom{0+i_{3}}{i_{3}} I\left(0 ; 1,\{0\}^{1+i_{1}}, 1,\{0\}^{0+i_{2}}, 1,\{0\}^{0+i_{3}} ; 1\right) \\
& =-2 I(0 ; 1,0,0,1,1 ; 1)-1 I(0 ; 1,0,1,0,1 ; 1)-1 I(0 ; 1,0,1,1,0 ; 1) .
\end{aligned}
$$

The third term is now okay. Apply duality to the first and second, to get

$$
z=-2 I(0 ; 0,0,1,1,0 ; 1)-1 I(0 ; 0,1,0,1,0 ; 1)-1 I(0 ; 1,0,1,1,0 ; 1)
$$

Now we can apply the rule R2 procedure to the first and second terms to obtain

$$
\begin{aligned}
z=- & 2(I(0 ; 1,0,0,1,0 ; 1)+2 I(0 ; 1,0,1,0,0 ; 1)+3 I(0,1,1,0,0,0 ; 1))+ \\
& -(-2 I(0 ; 1,0,0,1,0 ; 1)-2 I(0 ; 1,0,1,0,0 ; 1))+ \\
& -I(0 ; 1,0,1,1,0 ; 1) \\
= & 2 I(0 ; 1,0,1,0,0,1)-I(0 ; 1,0,1,1,0 ; 1)+6 I(0 ; 1,1,0,0,0 ; 1) .
\end{aligned}
$$

At last, these integrals can be converted to MZV's, and we obtain

$$
z=2 \zeta(2,3)+\zeta(2,1,2)+6 \zeta(1,4)
$$

This regularisation procedure is closely related to the regularisation procedure mentioned in Remark 1.1.28, which is used in rigorously defining the extended double shuffle relations. There one regularises $\zeta(1) \stackrel{\text { reg }}{=} 0$. This is equivalent to regularising $I^{\mathfrak{m}}(0 ; 0 ; 1) \stackrel{\text { reg }}{=} 0$ here by duality. One can then reinterpret Example 1.1.27 in a perhaps more rigorous way.

Firstly, we compute the following regularisation of $\zeta(2,1)$. We have that $\zeta(2,1)=I(0 ; 1,0,1 ; 1)=$ $-I(0 ; 0,1,0 ; 1)$ by duality. Then

$$
\begin{aligned}
I(0 ; \underbrace{0}_{k=0}, \overbrace{1,0}^{n_{1}=2}, 1) & =(-1)^{k} \sum_{i_{1}=1}\binom{n_{1}-1+i_{1}}{i_{1}} I\left(0 ; 1,\{0\}^{n_{1}-1+i_{1}} ; 1\right) \\
& =-2 I(0 ; 1,0,0 ; 1) \\
& =2 \zeta(3)
\end{aligned}
$$

so that $\zeta(2,1) \stackrel{\text { reg }}{=}-2 \zeta(3)$.
Example 1.2.10. Recall the computations from Example 1.1.27, where we established

$$
\begin{aligned}
\zeta(1) * \zeta(2) & =\zeta(2,1)+\zeta(1,2)+\zeta(3) \\
\zeta(1) ш \zeta(2) & =\zeta(2,1)+2 \zeta(1,2)
\end{aligned}
$$

Apply to this the regularisation $\zeta(2,1) \stackrel{\text { reg }}{=}-2 \zeta(3)$ computed above, and we get

$$
\begin{gathered}
\zeta(1) * \zeta(2) \stackrel{\mathrm{reg}}{=} \zeta(1,2)-\zeta(3) \\
\zeta(1) ш \zeta(2) \stackrel{\mathrm{reg}}{=}-2 \zeta(3)+2 \zeta(1,2)
\end{gathered}
$$

The comparison between regularised values is allowed by Theorem 2 of IKZ06, and so we derive once again $\zeta(1,2)=\zeta(3)$.

### 1.2.3.2 'Levels' of motivic MZV's

In section 3.3 of Bro12b, Brown explains how these motivic MZV's exist on a number of different levels. On the highest level we have the comodule $\mathcal{H}$, where $\zeta^{\mathfrak{m}}(2) \neq 0$.

Then we have the Hopf algebra

$$
\mathcal{A}=\mathcal{H} / \zeta^{\mathfrak{m}}(2) \mathcal{H}
$$

in which $\zeta^{\mathfrak{m}}(2)$ is killed. Brown writes $\zeta^{\mathfrak{a}}$ for the image of $\zeta^{\mathfrak{m}}$ under the quotient map $\mathcal{H} \rightarrow \mathcal{A}$. The elements $\zeta^{\mathfrak{a}}\left(n_{1}, \ldots, n_{r}\right)$ are Goncharov's motivic MZV's, discussed in Section 1.2.2 above.

Finally have the Lie coalgebra

$$
\mathcal{L}=\frac{\mathcal{A}_{>0}}{\mathcal{A}_{>0} \mathcal{A}_{>0}},
$$

of indecomposable elements in $\mathcal{A}$. This Lie coalgebra will play a role in the 'infinitesimal' version of the coaction to be introduced below. Brown denotes the image in $\mathcal{L}$ of an element $\zeta^{\mathfrak{m}}$ as $\zeta^{\mathfrak{L}}$.

The same notation is used for the image of a motivic iterated integral $I^{\mathfrak{m}}$ in $\mathcal{A}$, and in $\mathcal{L}$, namely $I^{\mathfrak{a}}$ and $I^{\mathfrak{L}}$ respectively.

This is summarised in equation 3.13 of Bro12b, as follows

$$
\begin{aligned}
& \mathcal{H} \longrightarrow \mathcal{A} \\
& \zeta^{\mathfrak{m}}(w) \longmapsto \zeta^{\mathfrak{a}}(w) \longmapsto \mathcal{L} \\
& I^{\mathfrak{m}}(w) \longmapsto \zeta^{\mathfrak{L}}(w) \\
& I^{\mathfrak{a}}(w) \longmapsto I^{\mathfrak{L}}(w)
\end{aligned}
$$

### 1.2.3.3 Coaction, and the infinitesimal coaction

As discussed in Section 1.2.1. Goncharov Gon05] showed how to compute the coproduct $\Delta: \mathcal{A} \otimes_{\mathbb{Q}} \mathcal{A} \rightarrow \mathcal{A}$ for his motivic iterated integrals $I^{\mathfrak{a}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)=I^{\mathcal{M}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)$. By lifting $\mathcal{A}$ to the comodule $\mathcal{H}$, we now get a coaction $\Delta: \mathcal{H} \rightarrow \mathcal{A} \otimes_{\mathbb{Q}} \mathcal{H}$.

In Theorem 2.4 of Bro12a, Brown shows that the coaction for his motivic MZV's is given by the same formula as Goncharov's coproduct, up to swapping the factors:

Theorem 1.2.11 (Brown, Theorem 2.4 in Bro12a). The coaction for the motivic multiple zeta values is given by the following formula

$$
\begin{gathered}
\Delta I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)= \\
\sum_{0<i_{0}<i_{1}<\cdots<i_{k}<i_{k+1}=n+1}\left(\prod_{p=0}^{k} I^{\mathfrak{a}}\left(a_{i_{p}} ; a_{i_{p}+1}, \ldots, a_{i_{p+1}-1} ; a_{i_{p+1}}\right)\right) \otimes I^{\mathfrak{m}}\left(a_{0} ; a_{i_{1}}, \ldots, a_{i_{k}} ; a_{n+1}\right) .
\end{gathered}
$$

In order to make explicit calculations with the coaction more tractable, Brown wants to consider an infinitesimal version of it which factors through a family of operators $D_{r}$. The coaction above involves an exponential number of terms, as the weight grows. But the infinitesimal coaction will only have a quadratic number of terms (each operator $D_{r}$ has a linear number of terms, and there are a linear number of $D_{r}$ operators as the weight grows).

In section 4 of Bro12b, Brown shows how the infinitesimal coproduct factors through the family of operators $D_{r}$, for odd $r \geq 3$.

Definition 1.2.12 (Definition 4.4 in Bro12b). The operators $D_{r}$, for odd $r \geq 3$ are defined as the projection onto the Lie coalgebra of the weight ( $r, N-r$ )-graded part of the coaction. Namely

$$
D_{r}: \mathcal{H}_{N} \xrightarrow{\Delta_{r, N-r}} \mathcal{A}_{r} \otimes_{\mathbb{Q}} \mathcal{H}_{N-r} \xrightarrow{\pi \otimes \mathrm{id}} \mathcal{L}_{r} \otimes_{\mathbb{Q}} \mathcal{H}_{N-r} .
$$

Here $\mathcal{L}_{r}$ refers to the degree $r$ component of the Lie coalgebra of indecomposables $\mathcal{L}$. Similarly $\Delta_{r, N-r}$ is the part of the coproduct which lands in the degree $(r, N-r)$ component of $\mathcal{A} \otimes_{\mathbb{Q}} \mathcal{H}$. Finally $\pi$ is
the quotient map

$$
\pi: \mathcal{A}_{>0} \rightarrow \mathcal{L}:=\frac{\mathcal{A}_{>0}}{\mathcal{A}_{>0} \cdot \mathcal{A}_{>0}} .
$$

From the computation of the coaction $\Delta$ above, Brown obtains the following computation of the action of $D_{r}$.

Proposition 1.2.13. The operator $D_{r}$ acts in the following way on the element $I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)$.

$$
\begin{gathered}
D_{r} I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)= \\
\sum_{p=0}^{n-r} I^{\mathfrak{L}}\left(a_{p} ; a_{p+1}, \ldots, a_{p+r} ; a_{p+r+1}\right) \otimes I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{p}, a_{p+r+1}, \ldots, a_{n} ; a_{n+1}\right) .
\end{gathered}
$$

Like Goncharov's coproduct, these derivations have an interpretation in terms of cutting segments out of a semicircular polygon. The operator $D_{r}$ can be viewed as cutting off a segment with $r$ points, from the semicircular polygon. By cutting off all such possible segments, we get $D_{r}$.


It is important to note that the boundary terms $a_{p}$ and $a_{p+r+1}$ appear in both the left- and right-hand factors of $D_{r}$, so they are part of both the main polygon, and the cut-off segment above.

It is convenient to give names to the left and right hand terms appearing above. Brown uses the relation between the formula for $D_{r}$, and the Connes-Kreimer coproduct for a certain class of graphs to make the following definitions.

Definition 1.2.14 (Subsequence, quotient sequence, trivial subsequence). In the formula for $D_{r} I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)$, we name the terms as follows:

- The sequence appearing on the left

$$
\left(a_{p} ; a_{p+1}, \ldots, a_{p+r} ; a_{p+r+1}\right)
$$

is called the subsequence.

- The sequence appearing on the right

$$
\left(a_{0} ; a_{1}, \ldots, a_{p}, a_{p+r}, \ldots, a_{n} ; a_{n+1}\right)
$$

is called the quotient sequence.

Notice that the subsequence for $D_{r}$ contains $r$ interior points, for a total of $r+2$ points.
If $a_{p}=a_{p+r+1}$ in the subsequence, we will call the subsequence trivial. This is because the integral $I^{\mathfrak{L}}\left(a_{p} ; a_{p+1}, \ldots, a_{p+r} ; a_{p+r+1}\right)=0$ by the equal boundaries property in Property 1.1.13

Roughly, these operators $D_{r}$ are used to decompose a motivic MZV into a chosen basis. The operator $D_{r}$ extracts the coefficient of $\zeta^{\mathfrak{m}}(2 k+1)$ as a polynomial in this basis. This forms part of an 'exact-numerical' algorithm to decompose an MZV, as explained in section 5 of Bro12b.

The upshot of this algorithm, and the operators $D_{r}$, is the following theorem. This theorem gives us very combinatorial tools for producing and checking identities on MZV's. For many purposes, the tools themselves can be applied easily, without worrying about the motivic framework behind them.

Theorem 1.2.15 (Brown, Theorem 3.3 in Bro12b). Consider the operator

$$
D_{<N}:=\bigoplus_{3 \leq 2 k+1<N} D_{2 k+1}
$$

Then the kernel of $D_{<N}$ is $\zeta^{\mathfrak{m}}(N) \mathbb{Q}$ in weight $N$.

In other words, if the operators $D_{2 k+1}$, for $3 \leq 2 k+1<N$, all simultaneously vanish on a given combination of weight N motivic MZV's. Then this combination is in $\zeta^{\mathfrak{m}}(N) \mathbb{Q}$.

Remark 1.2.16 (Evaluation of the rational). Given some combination $X$ in the kernel of $D_{<N}$, we know from Theorem 1.2.15 that it must be a rational multiple $q$ of $\zeta^{\mathfrak{m}}(N)$.

How can this rational be determined? So far there does not seem to be any conceptual or algorithmic way of determining the rational exactly. Certainly one could determine and combine sufficiently many MZV relations using the regularised double shuffle relations from Section 1.1.4.4 Eventually one should find the exact relation $X-q \zeta(N)=0$, from which the rational $q$ is now known exactly. However, this is a very impractical way of determining $q$ because the number of relations from regularised double shuffle increases rapidly with the weight, and it becomes difficult to choose the right ones to combine to get the relation $X-q \zeta(N)$.

Instead, the method we will employ to determine this rational $q$ is by numerical evaluation, using the period map. Given some motivic relation, with unknown $q \in \mathbb{Q}$,

$$
X-q \zeta^{\mathfrak{m}}(N)=0
$$

apply the period map to this and rearrange to obtain

$$
q=X / \zeta(N)
$$

We can then use some algorithms to numerically compute $\zeta(N)$, and the multiple zeta values in $X$. For example zetamult, which is built into recent versions of GP/PARI GP, can do this. From this, in turn, we can compute $q$ to high accuracy, to hundreds or to thousands of decimal places. We can then find the best rational approximation to this numerical value of $q$ using convergents of the continued
fraction of $q$; this gives the best approximation with the denominator be small compared to the number of decimal places. This approximation can be achieved using the bestappr command in GP/PARI GP.

We can now be pretty sure that we have determined the value of $q$ exactly, although there is of course still the very small chance that we have merely found a very good approximation to it. For more certainty one could recompute the result of $X-q \zeta(N)$ to more and more decimal places, checking the result is 0 , to within the error bounds imposed by the zetamult algorithm, or compute $q$ to higher accuracy and compare with the initial approximation.

In section 5.3, item iii) of Bro12b, Brown briefly discusses some potential directions that might eventually lead to an exact way of computing $q$, such as finding bounds in the prime powers which can appear in the denominator of $q$, or by finding a different (say, $p$-adic) realisation of motivic MZV's.

We can give a simple example of these combinatorial tools, as follows. Chapter 2 deals with identities established in the same way for more general and complicated families of MZV's and iterated integrals.

Example 1.2.17. As a simple example of this, we can show that $\zeta^{\mathfrak{m}}(4,4)$ is a rational multiple of $\zeta^{\mathfrak{m}}(8)$.

We have that $\zeta^{\mathfrak{m}}(4,4)=I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$. Let us mark out the subsequences for $D_{3}$ on $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ in a table, for clarity. Each term vanishes because the subsequence starts and ends with the same digit - this means the associated integral has equal boundaries so is 0 . It is what we called a trivial subsequence in Definition 1.2.14

| Subsequence | Term in $D_{3}$ |
| :---: | :---: |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0 ; 1,0,0 ; 0) \otimes I^{\mathfrak{m}}(0 ; 0,1,0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(1,0,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,1,0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0,0,0,1,0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0,0,1,0,0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0,1,0,0,0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(1,0,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,0,0,0,1 ; 1)=0$ |

Overall we obtain that

$$
D_{3} \zeta^{\mathfrak{m}}(4,4)=0
$$

Let us mark out the subsequences for $D_{5}$ on $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$. Two terms in this already vanish because they involve trivial subsequences.

| Subsequence | Term in $D_{5}$ |
| :---: | :---: |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0 ; 1,0,0,0,1,0) \otimes I^{\mathfrak{m}}(0 ; 0,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(1,0,0,0,1,0,0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0,0,0,1,0,0,0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)=0$ |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0,0,1,0,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)$ |

So we obtain that

$$
\begin{aligned}
D_{5} \zeta^{\mathfrak{m}}(4,4)= & I^{\mathfrak{L}}(1 ; 0,0,0,1,0 ; 0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)+ \\
& +I^{\mathfrak{L}}(0,0,1,0,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)
\end{aligned}
$$

Now apply the reversal of paths property from Property 1.1.13 to the subsequence in the first term of $D_{5}$. We have that

$$
I^{\mathfrak{L}}(1 ; 0,0,0,1,0 ; 0)=(-1)^{5} I^{\mathfrak{L}}(0 ; 0,1,0,0,0 ; 1)
$$

so the terms in $D_{5}$ cancel, giving

$$
D_{5} \zeta^{\mathfrak{m}}(4,4)=0
$$

Finally, let us mark out the subsequences for $D_{7}$ on $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$. Each term in this also vanishes because it involves a trivial subsequence.

| Subsequence | Term in $D_{7}$ |
| :---: | :---: |
| $I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0,0,0 ; 1)$ | $I^{\mathfrak{L}}(0 ; 1,0,0 ; 0,1,0,0 ; 0) \otimes I^{\mathfrak{m}}(0 ; 0 ; 1)=0$ |
| $I^{\mathfrak{m}(0 ; 1,0,0,0,1,0,0,0 ; 1)}$ | $I^{\mathfrak{L}}(1 ; 0,0,0,1,0,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1 ; 1)=0$ |

So we obtain that

$$
D_{7} \zeta^{\mathfrak{m}}(4,4)=0
$$

We have computed that $D_{<8} \zeta^{\mathfrak{m}}(4,4)=0$, so by Theorem 1.2.15 we conclude that $\zeta^{\mathfrak{m}}(4,4) \in \zeta^{\mathfrak{m}}(8) \mathbb{Q}$. This is confirmed by Identity 1.1.30, where Borwein, Bradley and Broadhurst's result BBB97] that $\zeta\left(\{2 k\}^{n}\right) \in \pi^{2 k n} \mathbb{Q}$ is discussed. For this we may write

$$
\zeta^{\mathfrak{m}}(4,4) \stackrel{\mathbb{Q}}{=} \zeta^{\mathfrak{m}}(8)
$$

to mean they are equal up to a rational (see Appendix A).
So we have that

$$
\zeta^{\mathfrak{m}}(4,4)=q \zeta^{\mathfrak{m}}(8)
$$

for some rational $q \in \mathbb{Q}$. By numerically evaluating as in Remark 1.2.16. we can find that $q \approx \frac{1}{12}$ to any accuracy we care to try. So we have that

$$
\zeta^{\mathfrak{m}}(4,4)=\frac{1}{12} \zeta^{\mathfrak{m}}(8)
$$

Applying the period map to this, we get the corresponding identity on the level of real numbers

$$
\zeta(4,4)=\frac{1}{12} \zeta(8)=\frac{32 \pi^{8}}{10!}
$$

Remark 1.2.18. The example above is rather trivial in the sense that the exactly identity can be deduced very quickly from the stuffle multiplication. We have

$$
\zeta(4)^{2} \stackrel{\text { stuffle }}{=} 2 \zeta(4,4)+\zeta(8)
$$

Then using Euler's evaluation of $\zeta(2 k)$ from Theorem 1.1.6 we get

$$
\zeta(4,4)=\frac{1}{2}\left(\zeta(4)^{2}-\zeta(8)\right)=\frac{1}{2}\left(\left(\frac{\pi^{4}}{90}\right)^{2}-\frac{\pi^{8}}{9450}\right)=\frac{32 \pi^{8}}{10!}
$$

However, the idea of the motivic proof can be generalised to show that $\zeta^{\mathfrak{m}}\left(\{2 k\}^{n}\right) \in \zeta^{\mathfrak{m}}(2 k n) \mathbb{Q}$, corroborating the evaluations Borwein, Bradley, and Broadhurst produce BBB97], as discussed in Identity 1.1.30

A perhaps less trivial identity (in that sense that to obtain it, one needs to more carefully combine various shuffle and stuffle identities) that can be proven motivically (up to $\mathbb{Q}$ ) is the following.

Example 1.2.19. Consider the combination

$$
X=\zeta^{\mathfrak{m}}(1,2,3)+3 \zeta^{\mathfrak{m}}(4,2)
$$

I claim that

$$
X=\zeta^{\mathfrak{m}}(1,2,3)+3 \zeta^{\mathfrak{m}}(4,2)=\frac{97}{48} \zeta^{\mathfrak{m}}(6)
$$

We will show that this is in ker $D_{<N}$, and then numerically evaluate to find the coefficient $\frac{97}{48}$.
Firstly convert this combination of motivic MZV's to motivic iterated integrals. We get

$$
X=-I^{\mathfrak{m}}(0,1,1,0,1,0,0,1)+3 I^{\mathfrak{m}}(0,1,0,0,0,1,0,1)
$$

We dispose quickly with the computation of $D_{5}$. All of the terms vanish because they already involve a trivial subsequence.

| Subsequence | Term in $D_{5}$ |
| :---: | :---: |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(0 ; 1,1,0,1,0 ; 0) \otimes I^{\mathfrak{m}}(0 ; 0 ; 1)=0$ |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(1 ; 1,0,1,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1 ; 1)=0$ |
| $3 I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0 ; 1)$ | $3 I^{\mathfrak{L}}(0 ; 1,0,0,0,1 ; 0) \otimes I^{\mathfrak{m}}(0 ; 0 ; 1)=0$ |
| $3 I^{\mathfrak{m}(0 ; 1,0,0,0,1,0 ; 1)}$ | $3 I^{\mathfrak{L}}(1 ; 0,0,0,1,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1 ; 1)=0$ |

Now we compute $D_{3}$. We will need to make use of the regularisation (as in Section 1.2.3.1 that

$$
\begin{aligned}
I^{\mathfrak{m}}(0, \underbrace{0}_{k=1}, \overbrace{1,0}^{n_{1}=2}, 1) & =(-1)^{k} \sum_{i_{1}=1}\binom{n_{1}-1+i_{1}}{n_{i}} I^{\mathfrak{m}}\left(0,1,\{0\}^{n_{1}-1+i_{1}}, 1\right) \\
& =-2 I^{\mathfrak{m}}(0,1,0,0,1) \\
& =2 \zeta^{\mathfrak{m}}(3)
\end{aligned}
$$

We also need to use $\zeta^{\mathfrak{m}}(1,2)=\zeta^{\mathfrak{m}}(3)$, various instances of reversal of paths, and functoriality under $t \mapsto 1-t$. We obtain the following non-trivial subsequences.

| Subsequence | Term in $D_{3}$ |
| :---: | :---: |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(0 ; 1,1,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)=\zeta^{\mathfrak{L}}(3) \otimes \zeta^{\mathfrak{m}}(3)$ |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(1 ; 1,0,1 ; 0) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)=2 \zeta^{\mathfrak{m}}(3) \otimes \zeta^{\mathfrak{m}}(3)$ |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(1 ; 0,1,0 ; 0) \otimes I^{\mathfrak{m}}(0 ; 1,1,0 ; 1)=2 \zeta^{\mathfrak{m}}(3) \otimes \zeta^{\mathfrak{m}}(3)$ |
| $-I^{\mathfrak{m}}(0 ; 1,1,0,1,0,0 ; 1)$ | $-I^{\mathfrak{L}}(0 ; 1,0,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,1,0 ; 1)=\zeta^{\mathfrak{m}}(3) \otimes \zeta^{\mathfrak{m}}(3)$ |
| $3 I^{\mathfrak{m}}(0 ; 1,0,0,0,1,0 ; 1)$ | $3 I^{\mathfrak{m}}(0 ; 0,1,0 ; 1) \otimes I^{\mathfrak{m}}(0 ; 1,0,0 ; 1)=-6 \zeta^{\mathfrak{m}}(3) \otimes \zeta^{\mathfrak{m}}(3)$ |

The total contribution to $D_{3}$ is therefore 0 .

Since both $D_{3}$ and $D_{5}$ vanish on $X$, we have that $X \in \operatorname{ker} D_{<N}$, so we obtain

$$
X=\zeta^{\mathfrak{m}}(1,2,3)+3 \zeta^{\mathfrak{m}}(4,2) \in \zeta^{\mathfrak{m}}(6) \mathbb{Q}
$$

using Theorem 1.2.15 Therefore, there is some $q \in \mathbb{Q}$ such that

$$
\zeta^{\mathfrak{m}}(1,2,3)+3 \zeta^{\mathfrak{m}}(4,2)=q \zeta^{\mathfrak{m}}(6)
$$

Applying the period map and numerically evaluating as in Remark 1.2.16 shows that $q \approx \frac{97}{48}$, so we get the identity

$$
\zeta^{\mathfrak{m}}(1,2,3)+3 \zeta^{\mathfrak{m}}(4,2)=\frac{97}{48} \zeta^{\mathfrak{m}}(6)
$$

Applying the period map gives the corresponding identity on the level of real numbers

$$
\zeta(1,2,3)+3 \zeta(4,2)=\frac{97}{48} \zeta(6)=\frac{97}{9} \frac{\pi^{6}}{7!} .
$$

Further examples of this motivic approach to proving (infinite families of) identities are given in Chapter 2 In Section 2.1.1 we start by revisiting the Broadhurst-Zagier identity and giving a motivic proof that $\zeta\left(\{1,3\}^{n}\right) \in \pi^{4 n} \mathbb{Q}$. We then set the Broadhurst-Zagier identity into a broader context, and generalise it to a much larger family of identities which we can prove motivically.

### 1.2.4 Applications of Brown's motivic MZV's

With this motivic MZV framework, Brown was able to provide a new proof for the bound $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k} \leq d_{k}$ on the dimension of the space of weight $k$ MZV's. However, a more significant application was to provide a proof that the Hoffman elements $\zeta(w)$, with $w$ a word containing only 2's and 3's, span the space of MZV's. This was accomplished by proving that the motivic Hoffman elements are a basis for the space of motivic MZV's. This gives some progress towards Conjecture 1.1.37.

We will sketch some of the ideas involved in these proofs. Complete details are found in Bro12a; Bro12b.

### 1.2.4.1 Dimension of the space of MZV's

The following is the combination of Lemma 3.3 and Remark 3.7 in Bro12b. By the period map, and by construction of $\mathcal{H} \hookrightarrow \mathcal{H}^{\mathcal{M} \mathcal{T}_{+}}$, we have:

$$
\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k} \leq \operatorname{dim}_{\mathbb{Q}} \mathcal{H}_{k} \leq \operatorname{dim}_{\mathbb{Q}} \mathcal{H}_{k}^{\mathcal{M} \mathcal{T}+}
$$

By computing the Poincaré series (the generating series of the dimensions of the graded pieces), we will determine $\operatorname{dim}_{\mathbb{Q}} \mathcal{H}_{k}^{\mathcal{M} \mathcal{T}}+d_{k}$. Brown says that $\mathcal{A}^{\mathcal{M} \mathcal{T}}$ is non-canonically isomorphic to the cofree Hopf algebra on cogenerators $f_{2 r+1}$ in degree $2 r+1 \geq 3$, so that the comodule has the following structure:

$$
\mathcal{H}^{\mathcal{M} \mathcal{T}_{+}} \cong \mathbb{Q}\left\langle f_{3}, f_{5}, \ldots, f_{2 r+1}, \ldots\right\rangle \otimes_{\mathbb{Q}} \mathbb{Q}\left[f_{2}\right]
$$

The Poincaré series for $\mathbb{Q}\left\langle f_{3}, f_{5}, \ldots\right\rangle$ is given by:

$$
\frac{1}{1-t^{3}-t^{5}-\cdots-t^{2 r+1}-\cdots}=\frac{1-t^{2}}{1-t^{2}-t^{3}}
$$

Multiplying this by the Poincaré series for $\mathbb{Q}\left[f_{2}\right]$, which is $\frac{1}{1-t^{2}}$, gives the Poincaré series for $\mathcal{H}^{\mathcal{M} \mathcal{T}_{+}}$as:

$$
\sum_{k \geq 1} \operatorname{dim}_{\mathbb{Q}}\left(\mathcal{H}_{k}^{\mathcal{M} \mathcal{T}_{+}}\right) t^{k}=\frac{1}{1-t^{2}} \frac{1-t^{2}}{1-t^{2}-t^{3}}=\frac{1}{1-t^{2}-t^{3}}=\sum_{k \geq 1} d_{k} t^{k}
$$

So we obtain $\operatorname{dim}_{\mathbb{Q}} \mathcal{H}_{k}^{\mathcal{M} \mathcal{T}_{+}}=d_{k}$ as required.
This shows that upper bound $\operatorname{dim}_{\mathbb{Q}} \mathcal{Z}_{k} \leq d_{k}$ of Zagier's Dimension conjecture, Conjecture 1.1.36 above, does indeed hold.

### 1.2.4.2 Basis for the space of motivic MZV's, and a spanning set for MZV's

In considering the elements $\zeta^{\mathfrak{m}}$ (2's and 3's), Brown is able to show they are linearly independent over $\mathbb{Q}$, [Theorem 7.4 in Bro12a]. Their number in weight $k$ is $d_{k}$, so gives the lower bound $\operatorname{dim}_{\mathbb{Q}} \mathcal{H}_{k} \geq d_{k}$ on the space of motivic iterated integrals of weight $k$. Overall this establishes an isomorphism $\mathcal{H} \cong \mathcal{H}^{\mathcal{M} \mathcal{T}_{+}}$, not just an embedding.

Brown's proof that $\zeta(w), w$ a word in 2 's and 3 's, are linearly independent over $\mathbb{Q}$ works inductively on the level, defined to be the number of 3 's in the word $w$ of the argument of $\zeta^{\mathfrak{m}}$. The base case is provided by the fact that all Hoffman MZV's of level 0 , i.e. the elements $\zeta^{\mathfrak{m}}\left(\{2\}^{n}\right)$, are linearly independent over $\mathbb{Q}$. This is clear because they have different weights, so lie in components with different grading.

The induction assumption is that all Hoffman MZV's of level $<\ell$ are linearly independent over $\mathbb{Q}$. Brown shows how a relation between Hoffman MZV's of level $\ell$ must imply a relation between Hoffman MZV's of strictly smaller level, which contradicts the induction assumption. Establishing this relies heavily on an explicit computation of $\zeta(2, \ldots, 2,3,2, \ldots, 2)$ by Zagier Zag12, and the 2-adic properties of coefficients in this expansion.

The linear independence of $\zeta^{\mathrm{m}}(w), w$ a word in 2 's and 3 's, and the number $d_{k}$ of them in each weight $k$, means they form a basis for the space of motivic MZV's of weight $k$. So every motivic MZV can be written as a unique $\mathbb{Q}$-linear combination of these motivic Hoffman elements. Applying the period map shows that the elements Hoffman elements $\zeta(w), w$ a word in 2's and 3's, must span the space of classical MZV's, confirming one part of Hoffman's proposed Basis conjecture, Conjecture 1.1.37.

### 1.2.4.3 Structure of the motivic Galois group $\mathcal{G}_{\mathcal{M} \mathcal{T}^{\prime}}$

Finally, with the previous results Brown settles one conjecture about the structure of the motivic Galois group $\mathcal{G}_{\mathcal{M} \mathcal{T}^{\prime}}$ of $\mathcal{M} \mathcal{T}^{\prime}(\mathbb{Z})$. Here $\mathcal{M} \mathcal{T}^{\prime}(\mathbb{Z})$ is the full Tannakian subcategory of $\mathcal{M} \mathcal{T}(\mathbb{Z})$ generated by the motivic fundamental group of $\mathbb{P}^{1} \backslash\{0,1, \infty\}$, and $\mathcal{M} \mathcal{T}(\mathbb{Z})$ is the category of mixed Tate motives unramified over $\mathbb{Z}$. The conjecture is that the map $\mathcal{G}_{\mathcal{M} \mathcal{T}} \rightarrow \mathcal{G}_{\mathcal{M} \mathcal{T}^{\prime}}$ is an isomorphism, where $\mathcal{G}_{\mathcal{M T}}$ is the motivic Galois group of $\mathcal{M} \mathcal{T}(\mathbb{Z})$. A further consequence of this is that the periods of $\mathcal{M T}(\mathbb{Z})$, of mixed Tate motives unramified over $\mathbb{Z}$, are $\mathbb{Q}\left[\frac{1}{2 \pi \mathrm{i}}\right]$-linear combinations of MZV's.

## Chapter 2

## Block decomposition of iterated integrals, cyclic insertion on MZV's and motivic identities

In this chapter we introduce a new combinatorial structure on iterated integrals, called the block decomposition Definition 2.2.4). After defining reflection operators Definition 2.2.15 and the reflective closure Definition 2.2.22 of a block decomposition, we show that summing all permutations of these blocks forces the resulting combination to cancel to 0 under Brown's motivic MZV derivation operators $D_{k}$. Using Brown's characterisation of ker $D_{<N}$, this leads to a way of generating infinite families of identities by summing all permutations starting from some arbitrary iterated integral block decomposition ("Symmetric insertion" Theorem 2.4.4).

Numerical experimentation on the resulting identities shows that they typically break up into sums over cyclic shifts of the blocks. This leads to a vast conjectural generalisation ("Generalised cyclic insertion" Conjecture 2.5.1) of the previous Borwein-Bradley-Broadhurst-Lisoněk cyclic insertion conjecture on sums obtained by cyclically inserting blocks of 2 into the MZV $\zeta\left(\{1,3\}^{n}\right)$ Conjecture 2.1.5. We also obtain a unification with Hoffman's conjectural identity $2 \zeta\left(3,3,\{2\}^{n}\right)-\zeta\left(3,\{2\}^{n}, 1,2\right)=-\zeta\left(\{2\}^{n+3}\right)$ Conjecture 2.1.9. The block decomposition framework is powerful enough to prove Hoffman's identity (up to $\mathbb{Q}$ ) Theorem 2.6.5, and produce a symmetrised version of the BBBL cyclic insertion conjecture Theorem 2.6.2 Cha15]) which provides something of a refinement to the Bowman-Bradley theorem (Theorem 2.1.7).

We provide many further examples Section 2.6) of the generalised cyclic insertion conjecture, and the resulting symmetrisations. We focus mainly on identities generated from a subclass of MZV's, which we call 123-MZV's (Definition 2.4.8), because these cyclic/symmetric insertion identities are already sums of MZV's and do not need regularising. Moreover, we can describe cyclic insertion on 123-MZV's purely by way of a 'cyclic operator' which manipulates the arguments of the MZV

Proposition 2.5.12). Finally, we numerically investigate some other identities Section 2.8) which can be described elegantly in terms of the block decomposition, such as alternating sums over the odd position blocks Conjecture 2.8.2.

### 2.1 Background to the cyclic insertion conjecture

We will start by recalling the cyclic insertion conjectured as proposed by Borwein, Bradley, Broadhurst, and Lisoněk, and will set this in its historical context. The cyclic insertion conjecture is obtained by successively generalising an identity of Zagier, by inserting blocks of 2. So far the conjecture has resisted proof, but some limited progress has been made via the Bowman-Bradley theorem which is implied by the conjecture.

### 2.1.1 Broadhurst-Zagier identity

Firstly, recall the Broadhurst-Zagier identity, which as originally written, states

$$
\zeta\left(\{1,3\}^{n}\right)=\frac{2 \pi^{4 n}}{(4 n+2)!} .
$$

This was conjectured by Zagier on the basis of much numerical evidence in Zag94. A proof was later provided by Broadhurst in Section 11 of BBBL01, using hypergeometric functions. Because of its historical interest it is worth giving the ideas of this proof.

Generating series proof (exact). First interpret $\zeta\left(\{1,3\}^{n}\right)$ as a special value $z=1$ of the 'single variable' multiple polylogarithm

$$
\operatorname{Li}_{s_{1}, \ldots, s_{k}}(z):=\sum_{0<n_{1}<n_{2}<\cdots<n_{k}} \frac{z_{1}^{n_{k}}}{n_{1}^{s_{1}} n_{2}^{s_{2}} \cdots n_{k}^{s_{k}}} .
$$

In the paper the notation $L$ is used, and this is defined in terms of a function $\lambda$ used earlier. To be self-contained I use the above. Then one has

$$
\frac{\mathrm{d}}{\mathrm{~d} z} \mathrm{Li}_{s_{1}, \ldots, s_{k}}(z)= \begin{cases}\frac{1}{z} \operatorname{Li}_{s_{1}, \ldots, s_{k}-1}(z) & \text { if } s_{k} \geq 2 \\ \frac{1}{1-z} \operatorname{Li}_{s_{1}, \ldots, s_{k-1}}(z) & \text { if } s_{k}=1\end{cases}
$$

In Theorem 11.1 of BBBL01, Broadhurst shows that

$$
\sum_{n=1}^{\infty} \operatorname{Li}_{\{1,3\}^{n}}(z) t^{4 n}={ }_{2} F_{1}\left(t \frac{(1+\mathrm{i})}{2},-t \frac{(1+\mathrm{i})}{2} ; 1 ; z\right){ }_{2} F_{1}\left(t \frac{(1-\mathrm{i})}{2},-t \frac{(1-\mathrm{i})}{2} ; 1 ; z\right) .
$$

Here ${ }_{2} F_{1}(a, b ; c ; z)$ is the Gauss hypergeometric function defined by

$$
{ }_{2} F_{1}(a, b ; c ; z):=\sum_{n=0}^{\infty} \frac{(a)_{n}(b)_{n}}{(c)_{n}} z^{n},
$$

and $(q)_{n}:=q(q+1) \cdots(q+n-1)$ is the rising Pochhammer symbol.

Broadhurst proves this theorem by noting that both sides of the identity are annihilated by the differential operator

$$
\left((1-z) \frac{\mathrm{d}}{\mathrm{~d} z}\right)^{2}\left(z \frac{\mathrm{~d}}{\mathrm{~d} z}\right)^{2}-t^{4}
$$

and both sides have the same initial conditions. Namely both sides start

$$
1+\frac{t^{4}}{8} z^{2}+\frac{t^{4}}{18} z^{3}+\frac{t^{8}+44 t^{4}}{1536} z^{4}+O\left(z^{5}\right)
$$

In Corollary 2, following this theorem, Broadhurst uses Gauss's ${ }_{2} F_{1}$ summation theorem to say

$$
{ }_{2} F_{1}(a,-a ; 1 ; 1)=\frac{\sin (\pi a)}{\pi a} .
$$

By setting $z=1$ above, Broadhurst obtains

$$
\begin{aligned}
\sum_{n=0}^{\infty} \zeta\left(\{1,3\}^{n}\right) t^{4 n} & =\frac{2 \sin \left(\frac{1+\mathrm{i}}{2} \pi t\right) \sin \left(\frac{1-\mathrm{i}}{2} \pi t\right)}{\pi^{2} t^{2}} \\
& =\frac{\cosh \pi t-\cos \pi t}{\pi^{2} t^{2}} \\
& =\sum_{n=0}^{\infty} \frac{2 \pi^{4 n} t^{4 n}}{(4 n+2)!}
\end{aligned}
$$

Comparing coefficients of $t^{4 n}$ gives Zagier's identity.

Given the role this will play later, it is also worth noting that a non-explicit version of this result follows readily from Brown's motivic MZV framework. Indeed, in Bro12b, Brown uses this as an illustration of how much information the operators $D_{2 r+1}$ yield about MZV's and their motivic versions. Note, however, that in various versions of Bro12b the proof Brown gives is not quite correct.

Motivic proof (up to $\mathbb{Q}$ ). To show Zagier's identity motivically, it suffices to compute the operators $D_{2 r+1}$, for $r \geq 1$, on $\zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$, and show they all simultaneously vanish. The result follows by Theorem 1.2.15, and applying the period map.

Firstly, as an iterated integral, we have

$$
\zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)=I^{\mathfrak{m}}\left(0,\{1,1,0,0\}^{n}, 1\right)
$$

So computing $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$ involves marking out substrings of length $2 r+3$ (recall $2 r+1$ is the number of interior points) on the word $w:=0(1100)^{n} 1$.

Brown claims in Bro12b that all subsequences on $I^{\mathfrak{m}}\left(0 ;\{1,1,0,0\}^{n} ; 1\right)$ start and end with the same letters, unfortunately this is not correct. Observe that the word $w$ is periodic with period 4 . So if $r$ is odd, then $2 r+2$ is a multiple of 4 , and any subsequence of length $2 r+3$ on $w$ will start and end with the same letters. So trivially $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)=0$, in this case, and Brown's claim holds.

But, if $r$ is even, the subsequences start and end with different letters, and Brown's claim does not hold! However, this is not a problem. Write $r=2 s$, and label the positions of the word $w$ starting
with the first digit as index 0 . For convenience rewrite $w$ as $(0011)^{n} 01$. If the subsequence starts at position $i$, we obtain different contributions according to the value of $i(\bmod 4)$.

For example, when $i=4 k$, we mark out the following subsequence

$$
\underbrace{(0110) \cdots(0110)}_{k \text { blocks }} \stackrel{\text { subsequence }}{(\mathbf{0 1 1 0})^{\mathbf{s} \mathbf{0 1 1}}} 0 \underbrace{(0110) \cdots(0110)}_{n-k-s-1 \text { blocks }} 01
$$

to obtain the term

$$
I^{\mathfrak{L}}\left((0110)^{s} 011\right) \otimes I^{\mathfrak{m}}\left((0110)^{k} 0 \mid 10(0110)^{n-k-s-1} 01\right)
$$

in $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$. In this expression, $\mid$ is just a notational device to denote the location of the cut out sequence. We will also often drop the commas for notational ease.

Similarly, we obtain the following terms according to $i(\bmod 4)$ :

$$
\begin{array}{lr}
i=4 k & I^{\mathfrak{L}}\left((0110)^{s} 011\right) \otimes I^{\mathfrak{m}}\left((0110)^{k} 0 \mid 10(0110)^{n-k-s-1} 01\right) \\
i=4 k+1 & I^{\mathfrak{L}}\left(110(0110)^{s}\right) \otimes I^{\mathfrak{m}}\left((0110)^{k} 01 \mid 0(0110)^{n-k-s-1} 01\right) \\
i=4 k+2 & I^{\mathfrak{L}}\left(10(0110)^{s} 0\right) \otimes I^{\mathfrak{m}}\left((0110)^{k} 011 \mid 0110(0110)^{n-k-s-2} 01\right) \\
i=4 k+3 & I^{\mathfrak{L}}\left(0(0110)^{s} 01\right) \otimes I^{\mathfrak{m}}\left((0110)^{k} 0110 \mid 110(0110)^{n-k-s-2} 01\right)
\end{array}
$$

Observe that the $I^{\mathfrak{m}}$ factors agree in $i=4 k$ and $i=4 k+1$, and the $I^{\mathfrak{L}}$ factors are reverses of each other. Since the $I^{\mathfrak{L}}$ factors have odd length, they differ by a minus sign. This means the $4 k$ term cancels with the $4 k+1$ term. Similarly the $I^{\mathfrak{m}}$ factors agree in $i=4 k+2$ and $i=4 k+3$, and the $I^{\mathfrak{L}}$ factors are reverses of each other, so differ by a minus sign. This shows that the $4 k+2$ term cancels with the $4 k+3$ term. Also note that the last term in $D_{2 r+1}$ occurs for $i$ such that $i+(2 r+3)-1=(4 n+2)-1$, in particular for $i$ odd.

Now $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$ is the sum of these terms from $i=0$ to $i=4 n-2 r-1$. Since the first term has even index, and the last term has odd index, each even index term cancels with the odd index term following it. This means $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$ cancels completely to give 0 .

Since $D_{2 r+1} \zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)$ is always 0 , we find that $\zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right) \in \operatorname{ker} D_{\leq N}$. By Theorem 1.2.15 we conclude $\zeta^{\mathfrak{m}}(\{1,3\}) \in \zeta^{\mathfrak{m}}(4 n) \mathbb{Q}$. Upon taking the period map, we obtain

$$
\zeta\left(\{1,3\}^{n}\right) \in \zeta(4 n) \mathbb{Q}=\pi^{4 n} \mathbb{Q}
$$

This proves the claim.

Before continuing, I wish to slightly rewrite Zagier's identity so that it fits better into the general context. I also want to introduce some convenient notation.

Definition 2.1.1 (wt). In any expression involving MZV's, which is homogeneous in the weight, write wt for the weight.

Example 2.1.2. In Zagier's identity, the weight is $4 n$. So with this notation, the identity can be rewritten as follows,

$$
\begin{aligned}
\zeta\left(\{1,3\}^{n}\right) & =\frac{2 \pi^{4 n}}{(4 n+2)!} \\
& =\frac{\pi^{4 n}}{(2 n+1)(4 n+1)!} \\
& =\frac{1}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

### 2.1.2 Borwein-Bradley-Broadhurst-Lisoněk cyclic insertion conjecture

As we will now explain, later work by Borwein, Bradley, Broadhurst, and Lisoněk (BBBL) has provided a vast conjectural generalisation of this identity. In BBBL98, these authors manage to prove some special cases of the identity. Bowman and Bradley BB02 have also proven a family of identities which arises as a consequence of this conjecture.

First let us introduce some notation from BBBL98 to make writing the identities easier.
Definition 2.1.3. Let $n \in \mathbb{Z}_{\geq 0}$. For $0 \leq i \leq 2 n$, let $a_{i} \in \mathbb{Z}_{\geq 0}$, to obtain a list of $2 n+1$ non-negative integers. Then define

$$
Z\left(a_{0}, \ldots, a_{2 n+1}\right):=\zeta\left(\{2\}^{a_{0}}, 1,\{2\}^{a_{1}}, 3, \ldots, 1,\{2\}^{a_{2 n-1}}, 3,\{2\}^{a_{2 n}}\right) .
$$

That is, $Z\left(a_{0}, \ldots, a_{2 n+1}\right)$ is the MZV obtained by inserting the string $\{2\}^{a_{i}}$ into the $i$-th gap of the arguments of $\zeta\left(\{1,3\}^{n}\right)$.

Definition 2.1.4. Let $n$ and $a_{i}$ be as above. Let $\sigma \in S_{2 n+1}$, viewed as a permutation of the letters $\{0,1, \ldots, 2 n\}$. Then we define a version of $Z$ with arguments permuted by $\sigma$ as follows

$$
Z_{\sigma}\left(a_{0}, \ldots, a_{2 n}\right):=Z\left(a_{\sigma(0)}, \ldots, a_{\sigma(2 n)}\right) .
$$

Then BBBL make the following conjecture, which we have slightly rewritten to fit with the notation introduced above.

Conjecture 2.1.5 (BBBL cyclic insertion, Conjecture 1 in BBBL98). Let $n$ and $a_{i}$ be as above. Let $C_{2 n+1}=\langle(01 \cdots 2 n)\rangle$ be the cyclic group of order $2 n+1$, viewed as a subgroup of $S_{2 n+1}$. Then

$$
\sum_{\sigma \in C_{2 n+1}} Z_{\sigma}\left(a_{0}, \ldots, a_{2 n}\right) \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

Here $\stackrel{?}{=}$ denotes an identity which holds numerically in all cases tested, to several hundred decimal places. (See Appendix A.

This conjecture does indeed represent a generalisation of Zagier's identity. Take $a_{0}=a_{1}=\cdots=a_{2 n}=0$.

Then we have

$$
\begin{aligned}
Z\left(a_{0}, \ldots, a_{2 n}\right) & =\zeta\left(\{2\}^{0}, 1,\{2\}^{0}, 3, \ldots, 1,\{2\}^{0}, 3,\{2\}^{0}\right) \\
& =\zeta\left(\{1,3\}^{n}\right)
\end{aligned}
$$

But for any $\sigma \in S_{2 n+1}$

$$
Z_{\sigma}(0,0, \ldots, 0)=Z(0,0, \ldots, 0)
$$

So taking the sum over $\sigma \in C_{2 n+1}$, we obtain

$$
\begin{aligned}
\sum_{\sigma \in C_{2 n+1}} Z_{\sigma}(0,0, \ldots, 0) & =\sum_{\sigma \in C_{2 n+1}} \zeta\left(\{1,3\}^{n}\right) \\
& =(2 n+1) \zeta\left(\{1,3\}^{n}\right) .
\end{aligned}
$$

On the other hand, the conjecture would say that

$$
\sum_{\sigma \in C_{2 n+1}} Z_{\sigma}(0,0, \ldots, 0) \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

Putting these two equalities together gives

$$
(2 n+1) \zeta\left(\{1,3\}^{n}\right) \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

from which Zagier's identity is obtained by dividing through by $2 n+1$.
In BBBL98, Borwein, Bradley, Broadhurst, and Lisoněk manage to prove a special case of this conjecture, which gives Zagier's identity "dressed with 2", as follows.

Theorem 2.1.6 (Theorem 2 in BBBL98). The following identity holds

$$
\sum_{\sigma \in C_{2 n+1}} Z_{\sigma}(1,0, \ldots, 0)=\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

That is the case $a_{0}=1, a_{1}=a_{2}=\cdots=a_{2 n+1}=0$ case of the conjecture holds, as does any cyclically equivalent choice.

The above theorem can be viewed not only as inserting all cyclic permutations of the blocks of 2 's given by $\{2\}^{1},\{2\}^{0}, \cdots,\{2\}^{0}$, but also as inserting all possible blocks of 2 's whose total length sum to 1. It is in this direction that Borwein, Bradley, Broadhurst, and Lisoněk have succeeded in proving and explicitly evaluating such combinations of MZV's. This reduces to the previous when $m=1$.

Theorem 2.1.7 (Bowman-Bradley, Corollary 5.1 in $\overline{\mathrm{BB} 02}$ ). Let $n, m \in \mathbb{Z}_{\geq 0}$ be a non-negative integers. Then

$$
\sum_{\substack{a_{0}+\cdots+a_{2 n}=m \\ a_{i} \geq 0}} Z\left(a_{0}, a_{1}, \ldots, a_{2 n}\right)=\frac{1}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}\binom{m+2 n}{2 n} .
$$

It should be noted that the statement in the theorem above is obtained after slightly rewriting the result of Corollary 5.1 in BBBL98.

Simpler and more refined proofs of this result have since been given by Zhao Zha08 and Muneta Mun09.

This result is compatible with the cyclic insertion conjecture. Any composition $\sum_{k=0}^{2 n} j_{k}=m$ of $m$ into $2 n+1$ parts remains a composition of $m$ into $2 n+1$ parts when cyclically shifted. Hence the terms in the Bowman-Bradley sum can be re-grouped into subsums, where each subsum is taken over a set of compositions which differ by a cyclic shift. Conjecturally, each of these subsums is then a rational multiple of $\pi^{\mathrm{wt}}$; explicitly it should be $\frac{\alpha}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$, where $\alpha$ is the number of distinct compositions obtained by cyclically shifting a representative composition appearing in this subsum. So on average each of the $\binom{m+2 n}{2 n}$ compositions contributes $\frac{1}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$, giving a total which agrees with the above.

### 2.1.3 Family of evaluable MZV's

If the BBBL cyclic insertion conjecture is true, then one consequence will be the evaluability of a certain two-parameter family of MZV's, for which Zagier's $\zeta\left(\{1,3\}^{n}\right)$ is one of the simplest examples. This family was conjectured by Borwein, Bradley, and Broadhurst in BBB97.

Conjecture 2.1.8 (Equation 18 of $\overline{\mathrm{BBB} 97}$ ). Let $n, m \in \mathbb{Z}_{\geq 0}$ be non-negative integers. Then

$$
\zeta\left(\left\{\{2\}^{m}, 1,\{2\}^{m}, 3\right\}^{n},\{2\}^{m}\right) \stackrel{?}{=} \frac{1}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
$$

This family is obtained as the $a_{0}=a_{1}=\cdots=a_{2 n}=m$ case of the cyclic insertion conjecture. And in the case where $m=0$, we recover Zagier's identity.

### 2.1.4 Hoffman's identity

Another conjectural family of identities, attributed to Hoffman in equation 5.6 of [BZ], is the following

Conjecture 2.1.9 (Hoffman). Let $n \in \mathbb{Z}_{\geq 0}$ be a non-negative integer. Then

$$
2 \zeta\left(3,3,\{2\}^{n}\right)-\zeta\left(3,\{2\}^{n}, 1,2\right) \stackrel{?}{=}-\zeta\left(\{2\}^{n+3}\right)=-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

This family of identities has much the same flavour as the cyclic insertion conjecture. A certain length block $\{2\}^{n}$ is inserted into some MZV's, and the resulting sum is (up to sign) $\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$. This result has been checked up to weight 22, where $n=8$, using tables of known MZV relations by Vermaseren BZ.

### 2.1.5 Unification of identities and progress towards proofs

It turns out that Hoffman's identity, and the BBBL cyclic insertion conjecture, both arise from the same procedure applied to (what I call) the block decomposition of an MZV. That is to say, both of these conjectural identities are part of the same, and indeed much larger, family of conjectural identities.

The goal of this chapter is therefore two-fold. Firstly, we want to illustrate the procedure which unifies these two families of identities into a generalised cyclic insertion conjecture Conjecture 2.5.1. Secondly, although we cannot prove this generalised conjecture exactly, we will use Brown's motivic MZV framework to show that a sufficiently symmetrised version of the identity holds up to a rational Theorem 2.5.4.

I proved this for the original BBBL cyclic insertion conjecture much earlier, and this was written up and published in Cha15. The results here for the general cyclic insertion conjecture are therefore new. The main result in Cha15, Theorem 2.6.2 below, becomes a simple consequence of Theorem 2.5.4

In Section 5.10 of Zha16], Zhao notes that "by a tedious computation" using the idea of Cha15, Hoffman's identity can indeed be proved up to $\mathbb{Q}$. In what follows, we will establish a general framework by which Hoffman's identity can be proven, and indeed generalised Conjecture-Example 2.6.6 and its symmetrisation, Theorem 2.6.7, by quick and elegant calculations on block decompositions.

### 2.2 Block decomposition and reflection operators

### 2.2.1 Block decomposition of iterated integrals

In order to formulate a generalisation of the BBBL cyclic insertion conjecture, and to prove some results in this direction, we need to introduce a new way of encoding/describing MZV's, and by extension iterated integrals over the alphabet $\{0,1\}$.

Firstly, we introduce notation for the two basic strings which serve as building-blocks for the words over $\{0,1\}$, which define the iterated integrals.

Definition 2.2.1 (Strings $W_{0}$ and $W_{1}$ ). Let $W_{0}$ denote the (infinite) string

$$
W_{0}:=01010101 \ldots,
$$

consisting of an alternating sequence of 0 's and 1 's, beginning with a 0 . And let $W_{1}$ denote the (infinite) string

$$
W_{1}:=10101010 \ldots,
$$

consisting of an alternating sequence of 1 's and 0 's, beginning with a 1 .
We write $W_{i}^{\ell}$ to denote the string obtained by taking the first $\ell$ letters of $W_{i}$.

Notation 2.2.2. Given two words $w$ and $u$ over the alphabet $\{0,1\}$, the concatenation of $w$ and $u$ can be denoted simply by the juxtaposition $w u$. For emphasis it may be denoted using $\oplus$, as in $w \oplus u$.

Lemma 2.2.3. Let $w$ be a word over $\{0,1\}$. Then the word $w$ can be expressed as a concatenation of words of the form $W_{i}^{\ell_{i}}$, for $i=1, \ldots, n$, where the last letter of $W_{j}^{\ell_{j}}$ agrees with first letter of $W_{j+1}^{\ell_{j+1}}$. Moreover, this representation is unique.

Proof. It is of course trivial that $w$ can be expressed as a concatenation of $W_{0}$ 's and $W_{1}$ 's because $W_{0}^{1}=0$ and $W_{1}^{1}=1$. Requiring that the last digit of $W_{j}^{\ell_{j}}$ agrees with the first digit of $W_{j+1}^{\ell_{j+1}}$ is less trivial.

Uniqueness: First let us deal with the uniqueness claim. Suppose that $B_{1}=W_{\epsilon_{1}}^{\ell_{1}} \oplus \cdots \oplus W_{\epsilon_{n}}^{\ell_{n}}$ and $B_{2}=W_{\delta_{1}}^{k_{1}} \oplus \cdots \oplus W_{\delta_{m}}^{k_{m}}$ are two (ostensibly) different decompositions of $w$, satisfying the above conditions. We want to show that $n=m$, and that $\delta_{i}=\epsilon_{i}$ and $k_{i}=\ell_{i}$, for $i=1, \ldots, n$.

We may remove any leading terms $W_{j}^{\ell_{j}}$ from $B_{1}$ and $B_{2}$ which happen to agree. If this leaves two copies of the empty word, we are done, so we assume that it does not.

This procedure cannot result in only one copy of the empty word. Suppose $B_{1}$ leaves an empty word $B_{1}^{\prime}=\emptyset$, but $B_{2}$ leaves a non-empty word $B_{2}^{\prime}$. Then $B_{1}^{\prime}$ and $B_{2}^{\prime}$ have different lengths, respectively 0 and $>0$. We obtain the original words $B_{1}$ and $B_{2}$ by prepending the same word, $B_{0}=W_{\epsilon_{1}}^{\ell_{1}} \oplus W_{\epsilon_{n^{\prime}}}^{\ell_{n^{\prime}}}$ of length $L$ to both. This will mean $B_{1}$ has length $0+L=L$, and $B_{2}$ has length $>0+L=L$. This shows that $B_{1}$ and $B_{2}$ cannot express the same word.

So after removing any identical leading terms, we may assume that the first difference between $B_{1}$ and $B_{2}$ occurs in the first term. Since the words described by $B_{1}$ and $B_{2}$ are equal, their first letters in particular are equal. Therefore we have $\epsilon_{1}=\delta_{1}$. Now consider the lengths $\ell_{1}$ and $k_{1}$. Since there is a difference in the first term, we must have $\ell_{1} \neq k_{1}$, and by swapping $B_{1} \leftrightarrow B_{2}$, we can assume that $\ell_{1}<k_{1}$.

Now compute the letter at position $\ell_{1}+1$. Using $B_{1}$, we find this is equal to the $\epsilon_{1}+\left(\ell_{1}-1\right)(\bmod 2)$, as illustrated

$$
(\underbrace{0101 \ldots 01}_{\ell_{1} \text { symbols }})(\underbrace{1}_{\text {position } \ell_{1}+1} 0 \ldots 10) .
$$

But using $B_{2}$, we find that is is equal to $\delta_{1}+\left(\ell_{1}\right)(\bmod 2)$, as illustrated

$$
(\underbrace{0101 \ldots 01}_{\ell_{1} \text { symbols }} \underbrace{0}_{\text {position } \ell_{1}+1} \ldots) .
$$

Since these must be equal, we must have $\epsilon_{1}+\left(\ell_{1}-1\right)=\delta_{1}+\left(\ell_{1}\right)(\bmod 2)$. Knowing $\epsilon_{1}=\delta_{1}$, this entails $0=1(\bmod 2)$, a contradiction.

We conclude, then, that it is not possible to have two different decompositions for the word $w$.

Existence: Now let us show that such a decomposition does indeed exist. This will be by induction. We can explicitly check the case where $w$ has length $L=1$, since

$$
\begin{aligned}
& w=0 \text { decomposes as } W_{0}^{1}, \text { and } \\
& w=1 \text { decomposes as } W_{1}^{1}
\end{aligned}
$$

Suppose now that all words of length $<L$ can be so decomposed. Let $w$ be a word of length $L$. If $w$ does not contain the substring 00 , and does not contain the substring 11 , then $w$ must be an alternating sequence of 0 's and 1 's. Therefore $w=W_{\epsilon_{1}}^{L}$, where $\epsilon_{i}$ is the first digit of $w$.

Otherwise, we can find the first occurrence of 00 or 11 in $w$. We split $w$ into $w_{1}$ and $w_{2}$ at this point, so that $w_{1}$ ends at the first 0 of 00 , and $w_{2}$ starts at the second 0 or 00 . (Or the equivalent if we find 11 occurs first.) Since $w_{2}$ has length $<L$, we can decompose it as $W_{\epsilon_{2}}^{\ell_{2}} \oplus \cdots \oplus W_{\epsilon_{n}}^{\ell_{n}}$, using the induction hypothesis. As $w_{1}$ does not contain the substring 00 and does not contain the substring 11 (since we cut in the middle of the first such occurrence), we can express it as $w_{1}=W_{\epsilon_{1}}^{\ell_{1}}$ for some $\epsilon_{1}$ and some $\ell_{1}$, as above.

Since the first digit of $W_{\epsilon_{2}}^{\ell_{2}}$ agrees with the last digit of $W_{\epsilon_{1}}^{\ell_{1}}$ by construction, we can put these together to obtain

$$
w=W_{1}^{\ell_{1}} \oplus \cdots \oplus W_{n}^{\ell_{n}}
$$

as a decomposition for $w$. This completes the proof.
Definition 2.2.4 (Block decomposition). Let $w$ be a word over $\{0,1\}$, and let

$$
w=W_{\epsilon_{1}}^{\ell_{1}} \oplus \cdots \oplus W_{\epsilon_{n}}^{\ell_{n}}
$$

be the decomposition of $w$ as produced by Lemma 2.2.3. We define the block decomposition of $w$ to be

$$
\operatorname{block}(w):=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)
$$

If $\epsilon_{1}=0$, then we may write $\left(\ell_{1}, \ldots, \ell_{n}\right)$ instead of $\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)$.
Remark 2.2.5. Notice that only $\epsilon_{1}$ is required in this description. We can calculate $\epsilon_{i+1}$ from $\epsilon_{i}$ by knowing that the first digit of $W_{\epsilon_{i+1}}^{\ell_{i+1}}$ is equal to the last digit of $W_{\epsilon_{i}}^{\ell_{i}}$. The last digit of $W_{\epsilon_{i}}^{\ell_{i}}$ is $\epsilon_{i}+\left(\ell_{i}-1\right)(\bmod 2)$, so $\epsilon_{i+1}=\epsilon_{i}+\left(\ell_{i}-1\right)(\bmod 2)$. We can therefore recover $w$ from $\operatorname{block}(w)$.

Definition 2.2.6 (word). Given a block decomposition $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$, we will write

$$
\operatorname{word}(B):=W_{\epsilon_{1}}^{\ell_{1}} \oplus \cdots \oplus W_{\epsilon_{n}}^{\ell_{n}}
$$

This recovers the word which gives the indicated block decomposition.

Remark 2.2.7. It will often be helpful to use the block and word functions to identify a block decomposition with the word it encodes. That is, give a word $w$ and a block decomposition $B$, we may write $B=w$ to mean $\operatorname{word}(B)=w$, or equivalently $B=\operatorname{block}(w)$.

Definition 2.2.8 (Block integral, number of blocks). Given a block decomposition $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$, we define the block integral $I_{\mathrm{bl}}^{\mathfrak{m}}(B)$ as follows:

$$
I_{\mathrm{bl}}^{\mathfrak{m}}(B):=I^{\mathfrak{m}}(\operatorname{word}(B)) .
$$

We shall call $n$ the number of blocks in the integral.

If $\epsilon_{1}=0$, we may write

$$
I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{1}, \ldots, \ell_{n}\right):=I_{\mathrm{bl}}^{\mathfrak{m}}\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)=I^{\mathfrak{m}}\left(\operatorname{word}\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)\right)
$$

for simplicity.
Example 2.2.9. Suppose, for example, we take the integral

$$
I^{\mathfrak{m}}(w)=I^{\mathfrak{m}}(001010011101010110011)
$$

We find that the word $w$ can be decomposed as follows

$$
\begin{aligned}
w & =(0) \oplus(01010) \oplus(01) \oplus(1) \oplus(1010101) \oplus(10) \oplus(01) \oplus(1) \\
& =W_{0}^{1} W_{0}^{5} W_{0}^{2} W_{1}^{1} W_{1}^{7} W_{1}^{2} W_{0}^{2} W_{1}^{1}
\end{aligned}
$$

Therefore the block decomposition of $w$ is given by

$$
\operatorname{block}(w)=(0 ; 1,5,2,1,7,2,2,1)
$$

As a block integral, we have the following. Here the separators | are just a visual device to make identifying the blocks more straightforward.

$$
\begin{aligned}
I^{\mathfrak{m}}(w) & =I^{\mathfrak{m}}(0|01010| 01|1| 1010101|10| 01 \mid 1) \\
& =I_{\mathrm{bl}}^{\mathfrak{m}}(0 ; 1,5,2,1,7,2,2,1) \\
& =I_{\mathrm{bl}}^{\mathfrak{m}}(1,5,2,1,7,2,2,1)
\end{aligned}
$$

since $\epsilon_{1}=0$. This integral consists of 8 blocks.
Notation 2.2.10. It is convenient to introduce some notation to refer directly to different aspects of the $i$-th block of a block decomposition. Let $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ be a block decomposition. We will write $B_{i}^{\mathrm{L}}:=\ell_{i}$ to mean the length of the $i$-th block. We shall write $B_{i}^{\text {st }}$ to mean the initial digit of the $i$-th block, that is $B_{i}^{\text {st }}:=\epsilon_{i}$. We shall also write $B_{i}^{\text {en }}$ to mean the final digit of the $i$-th block, so that $B_{i}^{\mathrm{en}}:=\epsilon_{i}+\left(\ell_{i}-1\right)(\bmod 2)$.

Here we collect some simple facts about the block integral, and block decompositions.
Lemma 2.2.11. Let $I_{\mathrm{bl}}^{\mathfrak{m}}\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ be a block integral. Then the integral has weight $-2+\sum_{i} \ell_{i}$. We use this connection to define the weight of a block decomposition as $-2+\sum_{i} \ell_{i}$

Proof. The word $w=\operatorname{word}\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ has length $\sum_{i} \ell_{i}$ because the $i$-th block has length $\ell_{i}$. But this word includes the upper and lower bound of the iterated integral $I^{\mathfrak{m}}(w)$, which we must discount. So the weight is $-2+\sum_{i} \ell_{i}$.

Lemma 2.2.12. Let $I=I_{\mathrm{bl}}^{\mathfrak{m}}(B)$ be a block integral with weight $t$ and $n$ blocks. Then the upper and lower bounds are equal, meaning $I_{\mathrm{bl}}^{\mathfrak{m}}(B)=0$, if and only if $t=n(\bmod 2)$. Such a block decomposition $B$ will be called non-trivial if the upper and lower bounds of the corresponding integral are different.

Remark 2.2.13. It is interesting to compare the structure of this with Tsumura's depth-partiy theorem Tsu04. Both results have that form that an object simplifies (to zero in this case, or to lower depth in Tsumura's case) if some parity condition holds (equal parity in this case, and opposite parity in Tsumura's case). Of course this result is just a trivial observation that the bounds of integration are equal, whereas Tsu04]'s result is highly non-trivial.

Proof of Lemma 2.2.12. Say $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$. Then first letter of $I$ is $\epsilon_{1}$, this is the lower bound of $I_{\mathrm{bl}}^{\mathfrak{m}}(B)$.

We claim that the first letter of the $j$-th block is $\epsilon_{1}+\sum_{i=1}^{j-1}\left(\ell_{i}-1\right)(\bmod 2)$. This can be shown by induction. In the case $j=1$, we obtain the first digit as $\epsilon_{1}+\sum_{i=1}^{0}\left(\ell_{i}-1\right)=\epsilon_{1}$. Suppose this holds for $j-1$. Then we know that $B_{j}^{\mathrm{st}}=B_{j-1}^{\mathrm{en}}$, and $B_{j-1}^{\mathrm{en}}=B_{j-1}^{\mathrm{st}}+\left(B_{j-1}^{\mathrm{L}}-1\right)$. Therefore we get for $j$

$$
\begin{aligned}
B_{j}^{\mathrm{st}}=B_{j-1}^{\mathrm{st}}+\left(B_{j-1}^{\mathrm{L}}-1\right) & =\left(\epsilon_{1}+\sum_{i=1}^{j-2}\left(\ell_{i}-1\right)\right)+\left(\ell_{j-1}-1\right) \\
& =\epsilon_{1}+\sum_{i=1}^{j-1}\left(\ell_{i}-1\right) \quad(\bmod 2)
\end{aligned}
$$

So the last letter of the $n$-th block is

$$
\begin{align*}
B_{n}^{\mathrm{en}} & =B_{n}^{\mathrm{st}}+\left(\ell_{n}-1\right)=\epsilon_{1}+\sum_{i=1}^{n-1}\left(\ell_{i}-1\right)+\left(\ell_{n}-1\right)  \tag{2.2.1}\\
& =\epsilon_{1}+\sum_{i=1}^{n}\left(\ell_{i}-1\right)=\epsilon_{1}-2+t-n \quad(\bmod 2) .
\end{align*}
$$

So the last letter of $I$ is $\epsilon_{1}+t-n(\bmod 2)$, this is the upper bound of $I_{\mathrm{bl}}^{\mathrm{m}}(B)$. This is equal to the lower bound $\epsilon_{1}$ if and only if $t-n=0(\bmod 2)$, which is if and only if $t=n(\bmod 2)$.

Lemma 2.2.14. Let $I=I_{\mathrm{bl}}^{\mathfrak{m}}(B)$ be a block integral with $n$ blocks and weight $t$. Suppose that $t \neq$ $n(\bmod 2)$, and $t \geq 2$. Then $I$ is divergent if and only if $B_{1}^{\mathrm{L}}=1$ or $B_{n}^{\mathrm{L}}=1$.

Proof. Recall from Section 1.1.3 that an integral $I^{\mathfrak{m}}\left(a_{0} ; a_{1}, \ldots, a_{m} ; a_{m+1}\right)$ with weight $m \geq 2$ amd $a_{0} \neq a_{m+1}$ is said to be divergent if $a_{0}=a_{1}$ or $a_{m}=a_{m+1}$. The condition $t \neq n(\bmod 2)$ is equivalent to $a_{0} \neq a_{m+1}$, and $t \geq 2$ is equivalent to $m \geq 2$.

If $B_{1}^{\mathrm{L}}=1, B_{2}^{\text {st }}=B_{1}^{\text {en }}=B_{1}^{\text {st }}$, so $\operatorname{word}(B)=W_{\epsilon_{1}}^{1} W_{\epsilon_{1}}^{\ell_{2}} \oplus \cdots$, which starts $\epsilon_{1} \epsilon_{1} \cdots$. So $a_{0}=a_{1}$, and the integral is divergent. Similarly if $B_{n}^{\mathrm{L}}=1$, then $B_{n-1}^{\mathrm{en}}=B_{n}^{\text {st }}=B_{n}^{\mathrm{en}}$. So $\operatorname{word}(B)=\cdots \oplus W_{\epsilon_{n-1}} W_{\epsilon_{n}}^{1}$, which ends $\cdots \epsilon_{n} \epsilon_{n}$. This means $a_{m}=a_{m-1}$ and the integral is divergent.

On the other hand, if $B_{1}^{\mathrm{L}}>1$ and $B_{n}^{\mathrm{L}}>1$, then $\operatorname{word}(B)=W_{\epsilon_{1}}^{>1} \oplus \cdots \oplus W_{\epsilon_{n}}^{>1}$ which starts $\left(\epsilon_{1}\right)\left(1-\epsilon_{1}\right) \cdots$ and ends $\cdots\left(1-\epsilon_{1}\right)\left(\epsilon_{1}\right)$. This means $a_{0} \neq a_{1}$ and $a_{m} \neq a_{m+1}$, and the integral is not divergent.

### 2.2.2 Reflection operators

We are now going to define reflection operators on the set of all words over $\{0,1\}$, via their block encoding. Later, this will be lifted to define a reflection operator on subsequences of words, in order to compute the derivations $D_{2 r+1}$ as applied to some combination of motivic iterated integrals.

Definition 2.2.15 (Reflection $\left.\mathcal{R}_{j, k}\right)$. Let $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ be a block decomposition with $n$ blocks. For each $1 \leq j<k \leq n$, we define the reflection operator $\mathcal{R}_{j, k}$ as follows. We set $\mathcal{R}_{j, k} B:=$ $\left(\epsilon_{1}^{\prime} ; \ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)$, where $\epsilon_{1}^{\prime}:=\epsilon_{1}$, and

$$
\ell_{i}^{\prime}:= \begin{cases}\ell_{i} & \text { for } i<j, \text { or } i>k, \text { and } \\ \ell_{k+j-i} & \text { for } j \leq i \leq k\end{cases}
$$

We then set $\mathcal{R}_{j, k} w:=\operatorname{word}\left(\mathcal{R}_{j, k} \operatorname{block}(w)\right)$ to define the reflection operators directly on words over $\{0,1\}$.

This operator reverses the block lengths from positions $j$ to $k$, inclusive.
Remark 2.2.16. The duality relation on MZV's and iterated integrals is closely related with the reflection operator $\mathcal{R}_{1, n}$, which reflects an entire block decomposition $B$ consisting of $n$ blocks.

Assuming that $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ is a non-trivial block decomposition (in the sense of Lemma 2.2.12) with $n$ blocks and weight $t$. Then the dual to the integral $I_{\mathrm{bl}}^{\mathrm{m}}(B)=I_{\mathrm{bl}}^{\mathrm{m}}\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$ is the integral $(-1)^{t} I_{\mathrm{bl}}^{\mathfrak{m}}\left(\mathcal{R}_{1, n} B\right)=(-1)^{t} I_{\mathrm{bl}}\left(\epsilon_{1} ; \ell_{n}, \ldots, \ell_{1}\right)$.

Lemma 2.2.17. The reflection operator $\mathcal{R}_{j, k}$ preserves the weight, and number of blocks, when applied to a block decomposition $B$.

Proof. This is clear by the definition of $\mathcal{R}_{j, k}$ on the block decomposition $B=\operatorname{block}(w)=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$. The result of $\mathcal{R}_{j k} B$ is another block decomposition with $n$ blocks, and the weight is still $-2+\sum_{i} \ell_{i}$, although the $\ell_{i}$ are summed in a different order.

Lemma 2.2.18. Where defined, the operator $\mathcal{R}_{j, k}$ is an involution. So for $1 \leq j<k \leq n$, each $\mathcal{R}_{j, k}$ defines an automorphism on the set

$$
\{B \mid B \text { has n blocks }\}
$$

of block decompositions with $n$ blocks.

Proof. Let $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$, and $1 \leq j<k \leq n$ be given. Say that $\mathcal{R}_{j k} B=\left(\epsilon_{1}^{\prime} ; \ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)$. Then $\mathcal{R}_{j, k}$ is defined on $\mathcal{R}_{j, k} B$. So suppose $\mathcal{R}_{j k} \mathcal{R}_{j k} B=\left(\epsilon_{1}^{\prime \prime} ; \ell_{1}^{\prime \prime}, \ldots, \ell_{n}^{\prime \prime}\right)$.

By definition we know that $\epsilon_{1}^{\prime \prime}=\epsilon_{1}^{\prime}=\epsilon_{1}$. Now look at $\ell_{i}^{\prime \prime}$. For $i<j$, or $i>k$, we have that $\ell_{i}^{\prime \prime}=\ell_{i}^{\prime}=\ell_{i}$. For $j \leq i \leq k$ we have $\ell_{i}^{\prime \prime}=\ell_{k+j-i}^{\prime}$. But notice that $j \leq k+j-i \leq k$, for this range of $i$. We therefore compute $\ell_{k+j-i}^{\prime}=\ell_{k+j-(k+j-i)}=\ell_{i}$.

Overall this means $\ell_{i}^{\prime \prime}=\ell_{i}$, for all $1 \leq i \leq n$. Hence $\mathcal{R}_{j k} \mathcal{R}_{j k} B=B$, and the claim is proved.

Example 2.2.19. Consider again the integral from Example 2.2.9

$$
I^{\mathfrak{m}}(w)=I^{\mathfrak{m}}(0|01010| 01|1| 1010101|10| 01 \mid 1)
$$

The word $w$ describing this integral has block decomposition

$$
B=\operatorname{block}(w)=(0 ; 1,5,2,1,7,2,2,1)
$$

We can compute $\mathcal{R}_{2,5} B$ to be

$$
\mathcal{R}_{2,5} B=(0 ; 1, \underbrace{7,1,2,5}_{\text {reversed }}, 2,2,1)
$$

This is the block encoding of the word

$$
\operatorname{word}\left(\mathcal{R}_{2,5} B\right)=(0)(0101010)(0)(01)(10101)(10)(01)(1)
$$

Later one, in Section 2.2.4 and Section 2.3 we will use the $\mathcal{R}_{j, k}$ to define a reflection operator $\mathcal{R}$ on subsequences of words, and use this to cancel terms in $D_{<N}$. Thus we will be able to cancel a subset of terms in $D_{<N}$ between

$$
\begin{aligned}
& I^{\mathfrak{m}}(0|01010| 01|1| 1010101|10| 01 \mid 1) \text { and } \\
& I^{\mathfrak{m}}(0|\underbrace{0101010|0| 01 \mid 10101}_{\text {reversed }}| 10|01| 1) \\
= & I^{\mathfrak{m}}\left(\mathcal{R}_{2,5} 0|01010| 01|1| 1010101|10| 01 \mid 1\right)
\end{aligned}
$$

Remark 2.2.20. The reflection operator $\mathcal{R}_{j, k}$ is only defined on words, and not in the motivic iterated integrals themselves. This is because these the reflection operators and block decompositions do not respect the relations satisfied by motivic iterated integrals.

Indeed, even the number of blocks is not preserved under all relations, as the follow shows. The MZV $\zeta\left(\{1,3\}^{n}\right)$ has block decomposition

$$
\zeta^{\mathfrak{m}}\left(\{1,3\}^{n}\right)=I^{\mathfrak{m}}(01|10| \cdots \mid 01)=I_{\mathrm{bl}}^{\mathfrak{m}}\left(\{2\}^{2 n+1}\right),
$$

consisting of $2 n+1$ blocks of length 2 . Whereas the MZV $\zeta\left(\{2\}^{2 n}\right)$ has block decomposition

$$
\zeta^{\mathfrak{m}}\left(\{2\}^{2 n}\right)=I^{\mathfrak{m}}(0101 \ldots 01)=I_{\mathrm{bl}}^{\mathfrak{m}}(4 n+2),
$$

consisting of a single block of length $4 n+2$. However, by the Broadhurst-Zagier identity Identity 1.1.31, we get the following equality

$$
(2 n+1) I_{\mathrm{bl}}^{\mathfrak{m}}\left(\{2\}^{2 n+1}\right)=I_{\mathrm{bl}}^{\mathfrak{m}}(4 n+2),
$$

which relates a 1 block integral, and a $2 n+1$ block integral.
In the above case, the reflection operator $\mathcal{R}_{1,2 n+1}$ is defined for the block decomposition $B_{1}=$ $\left(0 ;\{2\}^{2 n+1}\right)$. However, $\mathcal{R}_{1,2 n+1}$ it is not defined on the block decomposition $B_{2}=(0 ; 4 n+2)$, even though the corresponding integrals are equal (up to a rational multiple).

By abuse of notation, we could extend the notion of reflection operators to integral $I^{\mathfrak{m}}(w)$. However, this would only be with the understanding that the reflection operator act on the particular choice of word $w$ appearing as the argument of the iterated integral. We would not be allowed to use any relations rewrite $I^{\mathfrak{m}}(w)$ in another form, before computing $\mathcal{R}_{j, k}$.

### 2.2.3 Reflectively closed sets

We are now in a position to define the main objects which will be used to create identities on iterated integrals and MZV's.

Definition 2.2.21 (Reflectively closed sets). Let $S$ be a subset of

$$
\{B \mid B \text { is a block decomposition, with } n \text { blocks, and weight } t\} .
$$

We say that $S$ is reflectively closed if for every $B \in S$, the result of $\mathcal{R}_{j, k} B$ is already in $S$, for $i \leq j<k \leq n$.

Definition 2.2.22 (Reflective closure). Let $S$ be a subset of

$$
\{B \mid B \text { is a block decomposition, with } n \text { blocks, and weight } t\}
$$

We define the reflective closure of $S$, written $\langle S\rangle_{\mathcal{R}}$, to be the smallest reflectively closed set containing $S$. That is, $\langle S\rangle_{\mathcal{R}}$ is such that $\langle S\rangle_{\mathcal{R}}$ is a subset of any other reflectively closed set containing $S$.

Remark 2.2.23. Using the identification in Remark 2.2.7 we may extend the notion of reflective closure from block decompositions $B$ to words $w$ whose block decompositions have a fixed number of blocks $n$, and fixed weigh $t$.

Proposition 2.2.24. Let $S$ be a subset of

$$
H:=\{B \mid B \text { is a block decomposition, with n blocks, and weight } t\} .
$$

Then the reflective closure of $S$ exists, and it may be computed as the intersection of all reflectively closed sets containing $S$.

Proof. Observe that some reflectively closed set containing $S$ does indeed exist. We may take that set to be all of $H$. Since $\mathcal{R}_{j, k}$ preserves the weight, and number of blocks, in an iterated integral, we certainly have $\mathcal{R}_{j, k} B \in H$, for every $B \in H$, and every $1 \leq j<k \leq n$.

We show that the intersection of a family of reflectively closed sets containing $S$ is a reflectively closed set containing $S$. Let $\mathcal{F}$ be such a family. Then we have $S \subset F$ for every $F \in \mathcal{F}$, so that $S \subset \bigcap \mathcal{F}$. Moreover, let $B \in \bigcap \mathcal{F}$, then $B \in F$ for every $F \in \mathcal{F}$. But by the reflective closure of $F$ we see that $\mathcal{R}_{j, k} B \in F$, so $\mathcal{R}_{j, k} B \in F$ for every $F \in \mathcal{F}$, and we conclude $\mathcal{R}_{j, k} B \in \bigcap \mathcal{F}$. Therefore $\mathcal{F}$ is a reflectively closed set containing $S$.

Finally let $\mathcal{F}=\{F \mid F$ is a reflectively closed set containing $S\}$. We show that

$$
T=\bigcap \mathcal{F}
$$

is the reflective closure of $S$. Certainly we know that $T$ is a reflectively closed set containing $S$. We show that it is the smallest. Let $U$ be another reflectively closed set containing $S$. Then $U \in \mathcal{F}$, so that $\bigcap \mathcal{F} \subset U$. Therefore $T \subset U$. Thus we have $T=\langle S\rangle_{\mathcal{R}}$.

Example 2.2.25. Consider the word $w=0101001101$ which describes the iterated integral $I^{\mathfrak{m}}(0101001101)=\zeta^{\mathfrak{m}}(2,3,1,2)$. The word $w$ has block decomposition $B=(0 ; 5,2,3)=(5,2,3)$. The block decomposition $B$ has weight 8 , and consists of 3 blocks. If we continually apply $\mathcal{R}_{j, k}$ to this block decomposition, and all subsequently generated block decompositions, we find the following set of block decompositions.

$$
\begin{aligned}
\widetilde{S}=\{ & (0 ; 3,5,2),(0 ; 3,2,5),(0 ; 5,3,2) \\
& (0 ; 5,2,3),(0 ; 2,5,3),(0 ; 2,3,5)\}
\end{aligned}
$$

Upon using the identification between block decompositions and words from Remark 2.2.7 we can say this is

$$
\begin{aligned}
& =\{010|01010| 01, \quad 010|01| 10101, \quad 01010|010| 0 \\
& 0101|001| 101, \quad 01|10101| 101, \quad 01|101| 10101\}
\end{aligned}
$$

One can check that this set $S$ is indeed reflectively closed. Moreover, since every element of this arises by applying some sequence of reflection operators $\mathcal{R}_{j, k}$, this is the smallest possible reflectively closed set containing 0101001101. Therefore

$$
\widetilde{S}=\langle(0 ; 5,2,3)\rangle_{\mathcal{R}}=\langle 01010| 01|101\rangle_{\mathcal{R}}
$$

As a foreshadowing of what is to come in Theorem 2.3.8 and Corollary 2.3.9, let us integrate these block decompositions, and convert the results back to MZV's. Remembering the $(-1)^{\text {depth }}$, we obtain the following set of MZV's

$$
\begin{aligned}
S & =\left\{-\zeta^{\mathfrak{m}}(3,2,3), \zeta^{\mathfrak{m}}(3,1,2,2),-\zeta^{\mathfrak{m}}(2,3,3)\right. \\
& \left.\zeta^{\mathfrak{m}}(2,3,1,2),-\zeta^{\mathfrak{m}}(1,2,2,1,2),-\zeta^{\mathfrak{m}}(1,2,1,2,2)\right\}
\end{aligned}
$$

It turns out that

$$
\sum_{s \in \widetilde{S}} I_{\mathrm{bl}}^{\mathfrak{m}}(s)=\sum_{s \in S} s=2 \zeta^{\mathfrak{m}}(2,2,2,2) \in \zeta^{\mathfrak{m}}(8) \mathbb{Q}
$$

so in particular

$$
\operatorname{per}\left(\sum_{s \in S} s\right)=2 \zeta(2,2,2,2)=2 \frac{\pi^{8}}{9!} \in \zeta(8) \mathbb{Q}=\pi^{8} \mathbb{Q}
$$

Here the weight is low enough that a brute force evaluation using tables of known MZV relations is possible.

Here is a useful proposition giving a condition for determining what the reflective closure of a particular block integral is. This result is visible already in Example 2.2.25

Proposition 2.2.26. Let $B$ be a block decomposition. Suppose $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$. Then

$$
\langle B\rangle_{\mathcal{R}}=\left\{\left(\epsilon_{1} ; \ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \mid \sigma \in S_{n}\right\} .
$$

That is, the reflective closure consists of block decompositions arising from all possible permutations of the $\ell_{i}$.

Proof. Since the reflection operators include the operators $\mathcal{R}_{i, i+1}$ which give transpositions $(i, i+1)$ on the $\ell_{i}$, we necessarily generate every permutation of the $\ell_{i}$. But then this set is reflectively closed. Applying $\mathcal{R} j, k$, then merely gives a permutation of the $\ell_{i}$, all of which are already in the set.

We will need the following lemma in order to compute (or rather disregard) certain subsequences from the calculation of $D_{<n}$.

Lemma 2.2.27. Suppose that $B$ is the block decomposition of some iterated integral, and further suppose that $\mathcal{R}_{j k} B=B$, for some $j, k$. Then, in particular, $B_{k-i}^{\mathrm{L}}=B_{j+i}^{\mathrm{L}}$, for $0 \leq i \leq k-j$. Moreover, if $k-j+1$ is even, or if $k-j+1$ is odd and $B_{j+(k-j) / 2}^{\mathrm{L}}$ is odd, then $B_{j}^{\mathrm{st}}=B_{k}^{\mathrm{en}}$.

Proof. By the definition of $\mathcal{R}_{j k}$ on $B$, it is clear that $B_{j+i}^{\mathrm{L}}=B_{k-i}^{\mathrm{L}}$ since $B_{j+i}^{\mathrm{L}}=\left(\mathcal{R}_{j k} B\right)_{j+i}^{\mathrm{L}}=$ $B_{k+j-(j+i)}^{\mathrm{L}}=B_{k-i}^{\mathrm{L}}$.

By removing blocks $<j$, and removing blocks $>k$, we can assume that the computation is of $\mathcal{R}_{1 n} B$, with $B$ having $n$ blocks. The case where $k-j+1$ is even corresponds to $n$ even, and the case $k-j+1$ is odd corresponds to $n$ odd.

For $n=2 m$ even, we have that $B_{m}^{\text {en }}=B_{m+1}^{\text {st }}$ by the definition of a block decomposition. Since $B_{m}^{\mathrm{L}}=B_{m+1}^{\mathrm{L}}$, we see that $B_{m}^{\text {st }}=B_{m+1}^{\mathrm{en}}$. Continue this outwards until we get $B_{1}^{\text {st }}=B_{n}^{\text {en }}$.

For $n=2 m+1$ odd, we have $\left(\mathcal{R}_{1 n} B\right)_{m+1}^{\mathrm{st}}=B_{m+1}^{\mathrm{st}}$ by assumption. We have that $(j+(k-j) / 2)$ corresponds to $1+(2 m+1-1) / 2=m+1$, so that $B_{m+1}^{\mathrm{L}}$ is odd. This means that $B_{m+1}^{\mathrm{en}}=$ $B_{m+1}^{\text {st }}+\left(B_{m+1}^{\mathrm{L}}-1\right)=B_{m+1}^{\mathrm{st}}(\bmod 2)$. Then use the argument above to work outwards to get $B_{1}^{\text {st }}=B_{n}^{\mathrm{en}}$.

Example 2.2.28. These examples will illustrate block decompositions which are invariant under some $\mathcal{R}_{j, k}$, and how the start/end point of various blocks behave.
i) For example, the block decomposition $B=(0 ; 3,4,4,3)$ is invariant under $\mathcal{R}_{1,4}$. This corresponds to the word

$$
010 \text { | } 0101|1010| 010
$$

and indeed $B_{1}^{\text {st }}=B_{4}^{\text {en }}$.
ii) The block decomposition $B=(0 ; 3,4,2,4,3)$ is invariant under $\mathcal{R}_{1,5}$. This corresponds to the word

$$
010|0101| 10|0101| 101 .
$$

The middle block has even length, so we do not have $B_{1}^{\text {st }}=B_{5}^{\text {en }}$.
iii) However, the block decomposition $B=(0 ; 3,4,1,4,3)$ is also invariant under $\mathcal{R}_{1,5}$. In this case the middle block has odd length. This corresponds to the word

$$
010|0101| 101|1010| 010
$$

and indeed $B_{1}^{\text {st }}=B_{5}^{\text {en }}$.

### 2.2.4 Reflection operators on subsequences

Using the reflection operators defined above on iterated integrals, we will now define a reflection operator on subsequences marked out on iterated integrals. Using this we can compute $D_{k}$, and ultimately prove identities. A special case of this encoding is given in Cha15, but here we extend the encoding of subsequences to the more general case via the following.

Definition 2.2.29 (Encoding of a subsequence). Suppose $w$ is a word describing some iterated integral $I^{\mathfrak{m}}(w)$, and let $P$ be a subsequence of $w$ of length $\geq 2$, in the sense of the derivation's $D_{r}$. Then the encoding of the subsequence $P$ on $w$ is given by the following data:

- the block encoding $B=\operatorname{block}(w)$ of the word $w$, upon which $P$ is defined,
- the block $s$ in which $P$ starts,
- the block $t$ in which $P$ finishes,
- the number of letters $\ell$ before $P$ in the block $s$, and
- the number of letters $m$ after $P$ in the block $t$.

We assemble these into the tuple, and identify it with the subsequence to write

$$
P=(B ; s, t ; \ell, m) .
$$

We may also say that $P$ is a subsequence on the block decomposition $B$
Observation 2.2.30. From these data, we can calculate the length of the subsequence as $\sum_{i=s}^{t} B_{i}^{\mathrm{L}}-$ $\ell-m$.

Lemma 2.2.31. An encoding $(B ; s, t ; \ell, m)$ of a subsequence is valid (that is, corresponds to a subsequence of length $\geq 2$ ) if and only if the following conditions hold
i) $1 \leq s \leq t \leq n$, where $n$ is the number of blocks in $B$,
ii) $0 \leq \ell<B_{s}^{\mathrm{L}}$,
iii) $0 \leq m<B_{t}^{\mathrm{L}}$, and
iv) if $s=t$, we must have $\ell+m+2 \leq B_{s}^{\mathrm{L}}$.

Proof. The conditions are necessary for the following reasons. Item i) corresponds to the fact that a subsequence starts before it finishes, and lies within the word $w$. Item ii) corresponds to the fact that the subsequence may start as early as the first letter of a block (so has 0 letters before it), or can start as late as the last letter of the block (so has $B_{s}^{L}-1$ letters before it). Similarly for item iii). Item iv) corresponds to the fact that when a subsequence lies entirely within one block, it must start before it finishes and have length $\geq 2$.

Conversely, given a subsequence encoding satisfying these conditions, we can mark uniquely a subsequence on the word $w=\operatorname{word}(B)$ as follows. Find blocks $s$ and $t$ in $B$; the first condition ensures blocks with these indices exist, and that block $s$ is before block $t$. Count $\ell$ letters from the start of block $B_{s}$ to find the starting point of the subsequence. This is within block $s$ by condition ii). Similarly, count $m$ letters from the end of block $B_{t}$ to find the ending point of the subsequence. This is within block $t$ by condition iii).

In the case that $s=t$, condition iv) ensures the start point occurs before the end point, and enough room is left for the sequence to have length $\geq 2$. In the case $s \neq t$, the start point occurs before the end point because the start block occurs before the end block. The subsequence necessarily has length $\geq 2$ because it consists of at least one point from each of two different blocks.

We now define the reflection of a subsequence using the reflection operators defined earlier on words and block decompositions.

Definition 2.2.32 (Reflection of a subsequence). Let $P=(B ; s, t ; \ell, m)$ be a subsequence on some word $w$ with block decomposition $B$, which describes some iterated integral $I^{\mathfrak{m}}(w)$. Then the reflection operator $\mathcal{R}$ is defined on $P$ by

$$
\mathcal{R} P=\left(\mathcal{R}_{s t} B ; s, t ; m, \ell\right)
$$

One should check that this actually does describe a subsequence on some word. For this we have

Lemma 2.2.33. On applying the reflection operator $\mathcal{R}$ to a subsequence $P=(B ; s, t ; \ell, m)$, we obtain a valid(!) subsequence on the word $w=\operatorname{word}\left(\mathcal{R}_{s t} B\right)$.

Proof. We need to check the conditions in Lemma 2.2.31 hold. We have that $\mathcal{R} P=\left(\mathcal{R}_{s, t} B ; s, t ; m, \ell\right)$, so the 'subsequence' is defined on $\mathcal{R}_{s, t} B$.

Condition i) requires $1 \leq s \leq t \leq m$, where $m$ is the number of blocks in $\mathcal{R}_{s, t} B$. But since $\mathcal{R}_{s, t}$ preserves the number of blocks by Lemma 2.2.17 $m=n$, where $n$ is the number of blocks in $B$. Since $P$ is a valid subsequence we know $1 \leq s \leq t \leq n$ holds. So we conclude condition i) holds for $\mathcal{R} P$.

Condition ii) requires $0 \leq m<\left(\mathcal{R}_{s, t} B\right)_{s}^{\mathrm{L}}$. But by definition $\left(\mathcal{R}_{s, t} B\right)_{s}^{\mathrm{L}}=B_{(s+t)-s}^{\mathrm{L}}=B_{t}^{\mathrm{L}}$. And then $0 \leq m<B_{t}^{\mathrm{L}}$ holds because it is condition iii) for $P$.

Similarly iii) requires $0 \leq \ell<\left(\mathcal{R}_{s, t} B\right)_{t}^{\mathrm{L}}$. But $\left(\mathcal{R}_{s, t} B\right)_{t}^{\mathrm{L}}=B_{(s+t)-t}^{\mathrm{L}}=B_{s}^{\mathrm{L}}$. And then $0 \leq \ell<B_{s}^{\mathrm{L}}$ holds because it is condition ii) for $P$.

Lastly condition iv) requires $m+\ell+2 \leq B_{s}^{\mathrm{L}}$ if $s=t$. But this condition is exactly the same as condition iv) for $P$, so it holds.

Therefore $\mathcal{R} P$ defines a valid subsequence on $\mathcal{R}_{s t} B$.
Lemma 2.2.34. The operator $\mathcal{R}$ preserves the length of a subsequence.

Proof. Let $P=(B ; s, t ; \ell, m)$ be a subsequence. Then $\mathcal{R} P=\left(\mathcal{R}_{s, t} B ; s, t ; m, \ell\right)$. Using Observation 2.2.30 we compute the length of $\mathcal{R} P$ to be

$$
\sum_{i=s}^{t}\left(\mathcal{R}_{s t} B\right)_{i}^{\mathrm{L}}-m-\ell=\sum_{i=s}^{t} B_{t+s-i}^{\mathrm{L}}-\ell-m=\sum_{i=s}^{t} B_{i}^{\mathrm{L}}-\ell-m
$$

which is exactly the length of $P$.
Lemma 2.2.35. The operator $\mathcal{R}$ is an involution on the set of all subsequences on block decompositions with weight $t$ and $n$ blocks.

Proof. Let $P$ be a subsequence on some block decomposition $B$ with weight $t$ and $n$ blocks. We have from Lemma 2.2.18, that $\mathcal{R}_{s, t}$ is an involution on this set of iterated integrals, so that $\mathcal{R}_{s t} \mathcal{R}_{s t} B=B$. Therefore, we compute

$$
\begin{aligned}
\mathcal{R} \mathcal{R} P & =\mathcal{R}\left(\mathcal{R}_{s t} B ; s, t ; m, \ell\right) \\
& =\left(\mathcal{R}_{s t} \mathcal{R}_{s t} B ; s, t ; \ell, m\right) \\
& =(B ; s, t ; \ell, m) \\
& =S .
\end{aligned}
$$

Example 2.2.36. Consider the indicated subsequence on the following word.

$$
0 \mid 01 \underset{\sim}{010|01| 1|1010101| 10|01|} 1
$$

We know the block decomposition from Example 2.2.9. The encoding of this subsequence is therefore

$$
((0 ; 1,5,2,1,7,2,2,1) ; 2,5 ; 2,6) .
$$

We compute that

$$
\begin{aligned}
& \mathcal{R}((0 ; 1,5,2,1,7,2,2,1) ; 2,5 ; 2,6) \\
& =\left(\mathcal{R}_{2,5}(0 ; 1,5,2,1,7,2,2,1) ; 2,5 ; 6,2\right) \\
& =((0 ; 1,7,1,2,5,2,2,1) ; 2,5 ; 6,2)
\end{aligned}
$$

using the computation of $\mathcal{R}_{2,5}$ from Example 2.2.19. We therefore obtain the following subsequence on the transformed word

$$
0|0101010| 0|01| 10101|10| 01 \mid 1
$$

Here we gather some facts about subsequences and their behaviour under the reflection operator $\mathcal{R} R$, which will be used in the following section to generate identities.

Lemma 2.2.37. Let $P=(B ; s, t ; \ell, m)$ be a subsequence. Then as words, the subsequence $\mathcal{R} P$ is either the reverse of $P$, or the dual of $P$, i.e. the reverse with $0 \leftrightarrow 1$.

Proof. By removing the blocks $<s$, and the blocks $>t$, we may assume $s=1$ and $t=n$, where $n$ is the number of blocks in $B$.

In the case where $B_{1}^{\text {st }}=B_{n}^{\text {en }}$, we will show that the subsequence $\mathcal{R} P$ is the reverse of the subsequence $P$. Let $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$. The first digit of $P$ is then $\epsilon_{1}+\ell$. And $\mathcal{R}_{1 n} B=\left(\epsilon_{1} ; \ell_{n}, \ldots, \ell_{1}\right)$, so the last digit of $\mathcal{R} P$ is $\left(\mathcal{R}_{1 n} B\right)_{n}^{\mathrm{en}}-\ell$. As in Equation 2.2.1 in the proof of Lemma 2.2.12 we have that $\left(\mathcal{R}_{1 n} B\right)_{n}^{\mathrm{en}}=\epsilon_{1}+\sum_{i=1}^{n}\left(\ell_{i}-1\right)=B_{n}^{\mathrm{en}}(\bmod 2)$ and by assumption this is $=B_{1}^{\text {st }}(\bmod 2)$. So the last digit of $\mathcal{R} P$ is $B_{1}^{\text {st }}-\ell$, which equals the first.

We can repeat this one letter at a time to see that the subsequence $\mathcal{R} P$ is exactly the reverse of $P$.
In the case where $B_{1}^{\text {st }} \neq B_{n}^{\text {en }}$, the $\mathcal{R} P$ is the dual of the subsequence $P$. Observe that in this case we have that the last digit is $1-B_{1}^{\text {st }}-\ell$, so at every point we have the extra step of taking $1-B_{i}^{\text {en }}$. Not only is the subsequence reversed, but we also interchange $0 \leftrightarrow 1$, giving the dual overall.

Recall from Definition 1.2.14 that a subsequence (of odd length $\geq 3$ ) is called trivial if the first and last digits are the same. When the first and last digit are the same, the integral of the subsequence is trivially 0 by the equal boundaries property from Property 1.1.13, so it will contribute nothing to $D_{\leq N}$.

Lemma 2.2.38. Suppose that the subsequence $P$ is a fixed point of the reflection operator $\mathcal{R}$. Further, suppose that $P$ has odd length. Then $P$ is trivial.

Proof. If $P=(B ; s, t ; \ell, m)$ is a fixed point, then we must have $\mathcal{R}_{s t} B=B$, and $\ell=m$ by the definition of $\mathcal{R}$.

Firstly we show that it is not possible for $P$ to have odd length, be a fixed point, and have $t-s+1$ even. For if this were the case, by Lemma 2.2.27 we necessarily have $B_{s+i}^{\ell}=B_{t-i}^{\ell}$, and no 'middle block'. This means $P$ has length $\sum_{i=s}^{t} B_{i}^{\mathrm{L}}-\ell-m=2 \sum_{i=s}^{s+(t-s) / 2} B_{i}^{\ell}-2 \ell=0(\bmod 2)$.
Therefore we are in the case where $t-s+1$ is odd. Here we claim that we must have $B_{s+(t-s) / 2}^{\ell}$ odd. Otherwise as before, $P$ would have length $\sum_{i=s}^{t} B_{i}^{\ell}-\ell-m=2 \sum_{i=s}^{s+(t-s) / 2} B_{i}^{\ell}+B_{s+(t-s) / 2}-2 \ell=$ $0(\bmod 2)$.

Now we can apply Lemma 2.2.27 to conclude that $B_{s}^{\text {st }}=B_{t}^{\text {en }}$, for the subsequence $P$. Therefore the first digit of $P$ is $B_{s}^{\text {st }}+\ell$, whilst the last digit of $P$ is $B_{t}^{\text {en }}-m=B_{s}^{\text {st }}-\ell=B_{s}^{\text {st }}+\ell(\bmod 2)$. Thus the subsequence is trivial.

Example 2.2.39. Following on from Example 2.2.28, these examples will illustrate when we can have odd length subsequences which are invariant under $\mathcal{R}$, and illustrate the result that these subsequences are in fact trivial.
i) For example, the subsequence $P=((0 ; 3,4,4,3) ; 1,4 ; 2,2)$ is invariant under $\mathcal{R}_{1,4}$. It is the following subsequence

$$
010|0101| 1010 \mid 010
$$

but this subsequence has even length $1+4+4+1=10$.
ii) The subsequence $P=((0 ; 3,4,2,4,3) ; 1,5 ; 2,2)$ is invariant under $\mathcal{R}_{1,5}$. It is the following subsequence

$$
010|0101| 10|0101| 101
$$

The middle block has even length, so this subsequence has even length $1+4+2+4+1=12$.
iii) However the subsequence $P=((0 ; 3,4,1,4,3) ; 1,5 ; 2,2)$ is also invariant under $\mathcal{R}_{1,5}$. In this case the middle block has odd length. It is the following subsequence
$010 \underbrace{0101|101| 1010 \mid 010,}$
This subsequence has odd length $1+4+3+4+1=13$, and is indeed trivial. The first and last digits of the subsequence are both 0 .

### 2.3 Identities from reflectively closed sets

We are now in a position to use this framework to prove the main theorem of this chapter, from which we can then produce a lot of new identities on MZV's and iterated integrals. These identities will include some motivic proofs, up to a rational, of some currently conjectural results. We give some auxiliary results first, which will be combined to prove the theorem.

In what follows, let $S$ be a reflectively closed subset of

$$
H:=\{B \mid B \text { is a block decomposition, with weight } t \text { and } n \text { blocks }\}
$$

And let $T$ be the set of all odd length subsequences on the block decompositions in $S$.
Lemma 2.3.1. The reflection operator $\mathcal{R}$ defines a map from $T \rightarrow T$.

Proof. Let $P$ be a subsequence in $T$; then $P=(B ; s, t ; \ell, m)$ for $B$ a block decomposition in $S$, and some $s, t, \ell, m$. We have that $\mathcal{R} P=\left(\mathcal{R}_{s t} B ; s, t ; m, \ell\right)$. But from the assumption, $S$ is reflectively closed, and therefore $\mathcal{R}_{s t} B$ is some (possibly different) block decomposition in $S$. We know from Lemma 2.2.33 that $\mathcal{R} P$ defines a subsequence on $\mathcal{R}_{s t} B$. Therefore $\mathcal{R} P \in T$, as required.

We know from Lemma 2.2.35 that $\mathcal{R}$ is an involution on $T$, meaning that $\mathcal{R}^{2}=\mathrm{id}_{T}$. We can consider the group $G=\left\{\mathrm{id}_{T}, \mathcal{R}\right\}$, and its action on the set $T$ of subsequences.

Lemma 2.3.2. The group $G=\left\{\mathrm{id}_{T}, \mathcal{R}\right\}$ acts on $T$.

Proof. This is clear since $G$ is a group of functions, and the action is function application. The rule for evaluating $(f \circ g)(x)$ as $f(g(x))$ is one of the condition for a group action. That the function $\mathrm{id}_{T}$ is the identity function on $T$ is the other condition for a group action.

Lemma 2.3.3. The set $T$ breaks up into orbits of size $\leq 2$ under the action of $G=\left\{\operatorname{id}_{T}, \mathcal{R}\right\}$.

Proof. By the Orbit-Stabilizer theorem, the size of an orbit under this action divides the size of $G$, which is 2 .

Lemma 2.3.4. Let $O$ be an orbit of $T$ under $G$, which has size 1. Then the subsequence in $O$ is trivial, since it has odd length. (Recall, this means the end points of the subsequence are equal.)

Proof. Suppose $O=\{P\}$. Then we must have $\mathcal{R} P=P$, so the subsequence $P$ in $O$ is a fixed point of $\mathcal{R}$. Now, since $O$ has odd length, we know from Lemma 2.2.38 that it is trivial.

Lemma 2.3.5. Suppose that $O$ is an orbit of $T$ under $G$, which has size 2. Then either $O$ contains two trivial subsequences, or it contains two non-trivial subsequences.

Proof. Suppose that $O=\left\{P_{1}, P_{2}\right\}$, and that $P_{1}=(B ; s, t ; \ell, m)$ is non-trivial. We have therefore that the first digit of $P_{1}$, which is $B_{s}^{\text {st }}+\ell$, and the last digit of $P_{1}$, which is $B_{t}^{\text {en }}-m$, are distinct.

Now compute the first and last digit of $P_{2}=\left(\mathcal{R}_{s t} B ; s, t ; m, \ell\right)$. In the case where $B_{s}^{\text {st }}=B_{t}^{\text {en }}$, we get $\left(\mathcal{R}_{s t} B\right)_{s}^{\text {st }}=B_{t}^{\text {en }}$ and $\left(\mathcal{R}_{s t} B\right)_{t}^{\text {en }}=B_{t}^{\text {st }}$, so that the first and last digits of $P_{2}$ are $B_{t}^{\text {en }}+m=$ $B_{t}^{\text {en }}-m(\bmod 2)$, and $B_{s}^{\text {st }}-\ell=B_{s}^{\text {st }}+\ell(\bmod 2)$. These are the same as those of $P_{1}$, so are still distinct.

In the case where $B_{s}^{\mathrm{st}} \neq B_{t}^{\mathrm{en}}$, we find $\left(\mathcal{R}_{s t} B\right)_{s}^{\mathrm{st}}=1-B_{t}^{\mathrm{en}}$ and $\left(\mathcal{R}_{s t} B\right)_{t}^{\mathrm{en}}=1-B_{t}^{\mathrm{st}}$, so that the first and last digits of $P_{2}$ are $1-B_{t}^{\text {en }}+m=1+B_{t}^{\text {en }}-m(\bmod 2)$, and $1-B_{s}^{\text {st }}-\ell=1+B_{s}^{\text {st }}+\ell(\bmod 2)$. Since these are the opposite of those of $P_{1}$, they are also distinct.

Lemma 2.3.6. Let $O$ be an orbit of $T$ under $G$, which consists of two non-trivial subsequences. Then the quotient sequences determined by these subsequences are equal, and the integrals of the subsequences are negatives of each other.

Proof. Let the two subsequence be $P_{1}=(B ; s, t ; \ell, m)$ and $P_{2}=\mathcal{R} P_{1}=\left(\mathcal{R}_{s t} B ; s, t, m, \ell\right)$. Say $B=\left(\epsilon_{1} ; \ell_{1}, \ldots, \ell_{n}\right)$. Then for $i<s$ and $i>t$, the blocks of $B$ and $\mathcal{R}_{s t} B$ agree, so the quotient sequences agree here. Since $P_{1}$ is non-trivial, the first and last letters are different. Suppose $P$ starts with $x$, then it ends with $1-x$. Set $\delta=B_{s}^{\text {st }}$. Then the quotient sequence is

$$
W_{\epsilon_{1}}^{\ell_{1}} \cdots W_{\epsilon_{s-1}}^{\ell_{s-1}} W_{\delta}^{\ell+1} \oplus W_{1-x}^{m+1} W_{\epsilon_{t+1}}^{\ell_{t+1}} \cdots W_{\epsilon_{n}}^{\ell_{n}}
$$

Since $W_{\delta}^{\ell+1}$ ends with $x$, and $W_{1-x}^{m+1}$ starts with $1-x$, we have

$$
W_{\delta}^{\ell+1} \oplus W_{1-x}^{m+1}=W_{\delta}^{\ell+m+2}
$$

So the blocks in $B$ are joined by the word $W_{\delta}^{\ell+m+2}$.
But for the same reason, the blocks in $\mathcal{R}_{s t} B$ are joined by $W_{\epsilon}^{m+\ell+2}$, where $\epsilon=\left(\mathcal{R}_{s t} B\right)_{s}^{\text {st }}=B_{s}^{\text {st }}$, by the definition of $\mathcal{R}_{s t}$. Therefore the quotient sequences $Q_{1}$ from $P_{1}$ and $Q_{2}$ from $P_{2}$ are both identical. So we certainly have $I^{\mathfrak{m}}\left(Q_{1}\right)=I^{\mathfrak{m}}\left(Q_{2}\right)$.

Using Lemma 2.2.37, we know that the subsequences $P_{1}$ and $P_{2}$ are either the reverse, or the dual, of each other. If $P_{2}$ is the reverse of $P_{1}$, then by the reversal of paths property from Property 1.1.13, we have $I^{\mathfrak{L}}\left(P_{1}\right)=-I^{\mathfrak{L}}\left(P_{2}\right)$ since $P_{1}$ and $P_{2}$ have odd length. If $P_{2}$ is the dual of $P_{1}$, then by duality, we also have $I^{\mathfrak{L}}\left(P_{1}\right)=-I^{\mathfrak{L}}\left(P_{2}\right)$, since $P_{1}$ and $P_{2}$ have odd length.

Lemma 2.3.7. Let $O$ be an orbit of $T$ under $G$. Then the sum of the terms this gives rise to in $D_{<N}$ is 0 .

Proof. If $O$ has size 1, then by Lemma 2.3.4 the subsequence in $O$ is trivial, and the orbit $O$ contributes 0 to $D_{<N}$.

If $O$ has size 2, and the two subsequences it contains are trivial, then the orbit $O$ contributes 0 to $D_{<N}$. Otherwise, by Lemma 2.3.5 the two subsequences $P_{1}$ and $P_{2}$ in $O$ are non-trivial. But then by Lemma 2.3.6 we have $I^{\mathfrak{L}}\left(P_{1}\right)=-I^{\mathfrak{L}}\left(P_{2}\right)$, and $I^{\mathfrak{m}}\left(Q_{1}\right)=I^{\mathfrak{m}}\left(Q_{2}\right)$, where $Q_{i}$ is the quotient sequence obtained from $P_{i}$. Then the orbit $O$ contributes

$$
\begin{aligned}
& I^{\mathfrak{L}}\left(P_{1}\right) \otimes I^{\mathfrak{m}}\left(Q_{1}\right)+I^{\mathfrak{L}}\left(P_{2}\right) \otimes I^{\mathfrak{m}}\left(Q_{2}\right) \\
& =I^{\mathfrak{L}}\left(P_{1}\right) \otimes I^{\mathfrak{m}}\left(Q_{1}\right)-I^{\mathfrak{L}}\left(P_{1}\right) \otimes I^{\mathfrak{m}}\left(Q_{1}\right) \\
& =0
\end{aligned}
$$

At this point we can state and prove the main theorem of this chapter.
Theorem 2.3.8. Let $S$ be a reflectively closed set of block decompositions with a fixed weight $t$, and fixed number of blocks. Then the sum of the corresponding block integrals satisfies the following

$$
\sum_{s \in S} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

Proof. The goal is to compute $D_{<N}$, for weight $N=t$ on the sum $\sum_{s \in S} I_{\mathrm{bl}}^{\mathfrak{m}}(s)$. Since the coefficients of all the integrals in the sum are +1 , the terms of $D_{<N}$ arise exactly from the set of all odd subsequences on the block decompositions in $S$. Write $T$ for the set of all odd subsequences on $S$.

By Lemma 2.3.3 we know that the set $T$ breaks up into orbits of size $\leq 2$ under the action of the group $\left\{\operatorname{id}_{T}, \mathcal{R}\right\}$ generated by the reflection operator. From Lemma 2.3.7 we know that all of these orbits contribute 0 to $D_{<N}$.

Therefore $D_{<N} \sum_{s \in S} I_{\mathrm{bl}}^{\mathfrak{m}}(s)=0$, and by Brown's characterisation of ker $D_{<N}$, Theorem 1.2.15. we have $\sum_{s \in S} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}$, as required.

In particular we have the following corollary, which gives a way to generate identities, by finding the reflective closure of the block decompositions associated to some initial set of iterated integrals.

Corollary 2.3.9. Let $\widetilde{S}=\left\{I^{\mathfrak{m}}\left(w_{i}\right)\right\}$ be a set of iterated integrals, with corresponding block decompositions $S=\left\{B_{i}\right\}$. Suppose that $S$ consists of block decompositions with a fixed weight $N$, and a fixed number of blocks, but that $S$ is not necessarily reflectively closed. Then

$$
\sum_{s \in\langle S\rangle_{\mathcal{R}}} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(N) \mathbb{Q}
$$

Proof. The set $\langle S\rangle_{\mathcal{R}}$ is reflectively closed by definition, so this result follows immediately from Theorem 2.3.8

Remark 2.3.10. By applying the period map from Equation 1.2.1 to Theorem 2.3.8, and Corollary 2.3.9, we obtain analogous results on the level of real numbers for the classical iterated integrals and multiple zeta values.

This corroborates the observation in Example 2.2.25 that starting from the integral $I^{\mathfrak{m}}(01010|01|$ $101)=\zeta^{\mathfrak{m}}(2,3,1,2)$ with block decomposition $(0 ; 5,2,3)$, the sum

$$
\sum_{s \in S^{\prime}} I_{\mathrm{bl}}^{\mathrm{m}}(s)
$$

over the reflective closure $S^{\prime}=\langle(0 ; 5,2,3)\rangle_{\mathcal{R}}$, has period in $\pi^{8} \mathbb{Q}=\zeta(8) \mathbb{Q}$.

### 2.4 Examples of identities following from reflective closure

In this section we will collect a number of identities which follow from this construction.
Proposition 2.4.1. Let

$$
H(t, n):=\left\{B \mid B \text { is a block decomposition, with weight } t \text { and } n \text { blocks, and } B_{1}^{\text {st }}=0\right\} .
$$

Then

$$
\sum_{s \in H(t, n)} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

And applying the period map shows that

$$
\operatorname{per}\left(\sum_{s \in H(t, n)} I_{\mathrm{bl}}^{\mathrm{m}}(s)\right) \in \zeta(t) \mathbb{Q} .
$$

Proof. The set $H(t, n)$ is reflectively closed because Lemma 2.2 .17 shows that the reflection operators preserve weight and number of blocks. They also preserve $B_{1}^{\text {st }}$. The result follows from Theorem 2.3.8

## Corollary 2.4.2. Let

$$
H(t):=\left\{B \mid B \text { is a block decomposition, with weight } t \text { and } B_{1}^{\text {st }}=0\right\}
$$

Then

$$
\sum_{s \in H(t)} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

And applying the period map shows that

$$
\operatorname{per}\left(\sum_{s \in H(t)} I_{\mathrm{bl}}^{\mathfrak{m}}(s)\right) \in \zeta(t) \mathbb{Q}
$$

Proof. Technically, we cannot appeal directly to reflective closure, since the number of blocks is not constant in $H(t)$. However, we can write

$$
H(t)=\bigcup_{n=1}^{t+2} H(t, n)
$$

where the union is disjoint. It is clear that any integral has at least one block. An integral of weight $t$ is described by a word of length $t+2$. If this is the word constant word $000 \cdots 0$, then at $t+2$ blocks are required (one block for every symbol).

Proposition 2.4.1 shows that $\sum_{s \in H(t, n)} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}$. Therefore we have

$$
\sum_{s \in H(t)} I_{\mathrm{bl}}^{\mathfrak{m}}(s)=\sum_{n=1}^{t+2}\left(\sum_{s \in H(t, n)} I_{\mathrm{bl}}^{\mathfrak{m}}(s)\right) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

Remark 2.4.3. In the above proposition, we could (should) also impose the condition that the number of blocks in $B$ is different from $t$ modulo 2. If they are equal, the integrals of such blocks are trivially 0 using Lemma 2.2.12 so $\sum_{s \in H(n, t)} I_{\mathrm{bl}}^{\mathfrak{m}}(s)=0$ if $n=t(\bmod 2)$.

A more interesting family of identities is the following. They form the most 'basic' type of identity provable within this framework. These identities will arise when we discuss a generalisation of the cyclic insertion conjecture; they will enable us to make some partial progress towards it.

Theorem 2.4.4 (Symmetric insertion). Let $n \in \mathbb{Z}_{>0}$, and let $\ell_{1}, \ldots, \ell_{n}$ be given. Set $t:=-2+\sum_{i=1}^{n} \ell_{i}$, to be the weight of the integral block decomposition $\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)$, and assume $t \geq 2$. Then

$$
\sum_{\sigma \in S_{n}} I_{\mathrm{bl}}^{\mathfrak{m}}\left(0 ; \ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

Proof. Essentially this result is equivalent to Theorem 2.3.8, although we restrict to reflectively closed sets generated by one element, and give the corresponding result explicitly in terms of permutations of the blocks.

From Proposition 2.2.26, we have that

$$
S:=\left\langle\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)\right\rangle_{\mathcal{R}}=\left\{\left(0 ; \ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \mid \sigma \in S_{n}\right\} .
$$

Since $S=\left\langle\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)\right\rangle_{\mathcal{R}}$ is reflectively closed by definition, we conclude by Theorem 2.3.8, that

$$
\sum_{\sigma \in S_{n}} I_{\mathrm{bl}}^{\mathfrak{m}}\left(0 ; \ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right)=\sum_{s \in S} I_{\mathrm{bl}}^{\mathfrak{m}}(s) \in \zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

Remark 2.4.5. At odd weight, all of the above results are, in fact, trivial. This is because, as discussed in Remark 2.2.16, the reflection operator $\mathcal{R}_{1 n}$ acting on a block decomposition $B$ with $n$ blocks returns the block decomposition of the dual integral, up to sign. If $t$ is the weight, the duality relation then shows that $I_{\mathrm{bl}}^{\mathfrak{m}}\left(\mathcal{R}_{1 n} B\right)=(-1)^{t} I_{\mathrm{bl}}^{\mathfrak{m}}(B)$. So when summing the integrals of a reflectively closed set of odd weight, the terms merely cancel in pairs.

However, at even weight the results are definitely non-trivial, as we shall later see.

### 2.4.1 Relations on MZV's

It behooves us to consider what sort of identities these results give us about MZV's. We know that every iterated integral $I^{\mathfrak{m}}(w)$ can be expressed in terms of MZV's, by shuffle-regularising the divergences away, as in Section 1.2.3.1 However, this procedure can obscure much of the structure of the original identity. When can we convert directly back to MZV's?

From Lemma 2.2.14 we know divergent integrals correspond to block decompositions $B$ which start with $B_{1}^{\mathrm{L}}=1$, or end with $B_{n}^{\mathrm{L}}=1$. Proposition 2.2 .26 shows that a reflectively closed set contains all permutations of the lengths $B_{i}^{\mathrm{L}}$, so to be guaranteed a convergent integral, we must require $B_{i}^{\mathrm{L}}>1$ for all $i$.

Definition 2.4.6. A block decomposition $B$ (with weight different from number of blocks mod 2) which has $B_{i}^{\mathrm{L}}>1$ for all $i$ will be called always convergent.

Proposition 2.4.7. Always convergent block decompositions describe MZV's $z=\zeta^{\mathfrak{m}}\left(a_{1}, \ldots, a_{k}\right)$ satisfying the following conditions:
i) each argument $a_{i}$ is contained in $\{1,2,3\}$, and
ii) there is no consecutive pair of arguments $a_{i}=a_{i+1}=1$.

Proof. An argument $a_{i}>3$ in MZV's corresponds to the substring

$$
\begin{aligned}
10^{a_{i}-1}= & 100 \cdots 0 \\
& \geq 3 \text { symbols }
\end{aligned}
$$

This corresponds to the following decomposition into blocks

$$
10|0| \cdots \mid 0
$$

and so cannot occur because length 1 blocks are forbidden.
Similarly consecutive arguments $a_{i}=a_{i+1}=1$ correspond to the following substring

$$
\underset{\geq 3 \text { symbols }}{\cdots 1|1| 1 \cdots,}
$$

which cannot occur because length 1 blocks are forbidden.

Definition 2.4.8. Suppose $\zeta\left(a_{1}, \ldots, a_{k}\right)$ is an MZV satisfying the two conditions
i) each argument $a_{i}$ is contained in $\{1,2,3\}$, and
ii) there is no consecutive pair of arguments $a_{i}=a_{i+1}=1$.

We will call this a $123-M Z V$.

Using this, we can prove an identity involving a sum of this type of MZV.

Proposition 2.4.9. Let

$$
S:=\{123-M Z V \text { 's of weight } t\}
$$

Then

$$
\sum_{z \in S}(-1)^{\operatorname{dp}(z)} z \in \zeta(t) \mathbb{Q}
$$

where dp is the depth of the $M Z V$.

Proof. First convert this to a statement of iterated integrals. The factor $(-1)^{\operatorname{dp}(z)}$ disappears when we do this conversion.

These MZV's exactly correspond to always convergent block decompositions of weight $t$, where the number of blocks is different from the weight modulo 2 . Including those where number of blocks $=$ weight $(\bmod 2)$ will not change the sum, as they contribute trivially 0 .

The sum then reads

$$
\sum_{s \in T} I_{\mathrm{bl}}^{\mathrm{m}}(s)
$$

where $T:=\left\{B \mid B\right.$ is a block decomposition, with weight $t, B_{1}^{\text {st }}=0$, and all $\left.B_{i}^{\mathrm{L}}>1\right\}$
Break this into a disjoint union over sets

$$
T(n):=\left\{B \mid B \text { is a block decomposition, with weight } t, n \text { bocks, } B_{1}^{\text {st }}=0, \text { and all } B_{i}^{\mathrm{L}}>1\right\}
$$

which contain block decompositions with a fixed number of blocks. We see that each of these sets is reflectively closed; the reflection operators permute the lengths, so they do not change whether the lengths are all $>1$.

So we conclude by Theorem 2.3.8 that

$$
\sum_{z \in S}(-1)^{\operatorname{dp}(z)} z=\sum_{n}\left(\sum_{s \in T(n)} I_{\mathrm{bl}}^{\mathfrak{m}}(s)\right) \in \zeta(t) \mathbb{Q}
$$

Remark 2.4.10. This identity breaks up into smaller sums which involve only permutations of some fixed blocks, using Theorem 2.4.4

Example 2.4.11. At weight 8, there are 17 such $123-\mathrm{MZV}$ 's. We obtain the following sums with the indicated block lengths.

Lengths (10):

$$
\zeta(2,2,2,2)=\frac{\pi^{8}}{9!}
$$

Lengths (2, 2, 6):

$$
\zeta(1,3,2,2)+\zeta(1,2,2,3)+\zeta(2,2,1,3)=\frac{\pi^{8}}{9!}
$$

Lengths (2, 3, 5):

$$
\begin{aligned}
& -\zeta(3,2,3)+\zeta(2,3,1,2)-\zeta(1,2,1,2,2)+ \\
& \quad-\zeta(2,3,3)+\zeta(3,1,2,2)-\zeta(1,2,2,1,2)=\frac{2 \pi^{8}}{9!}
\end{aligned}
$$

Lengths (2, 4, 4):

$$
\zeta(1,2,3,2)+\zeta(2,1,3,2)+\zeta(2,1,2,3)=\frac{\pi^{8}}{9!}
$$

Lengths (3, 3, 4):

$$
\zeta(3,3,2)-\zeta(3,2,1,2)+\zeta(2,1,2,1,2)=\frac{\pi^{8}}{9!}
$$

Lengths (2, 2, 2, 2, 2):

$$
\zeta(1,3,1,3)=\frac{\pi^{8}}{5 \cdot 9!}
$$

Here the weight here is low enough that tables of relations can be used to explicitly evaluate these combinations. Alternatively, one can obtain the rational multiple of $\pi^{8} / 9$ ! in each identity by numerically evaluating as in Remark 1.2.16, and finding the rational to sufficiently high precision to be confident in the result.

For the sum in Proposition 2.4.9, over

$$
S:=\{123-\mathrm{MZV} \text { 's of weight } 8\}
$$

we obtain

$$
\sum_{z \in S}(-1)^{\operatorname{dp}(z)} z=\frac{31}{5} \frac{\pi^{8}}{9!}
$$

### 2.5 The (generalised) cyclic insertion conjecture

In this section, we will introduce a generalisation of the cyclic insertion conjecture proposed by Borwein, Bradley, Broadhurst, and Lisoněk in BBBL98. Some shadow of this conjecture can be seen in the evaluations presented in Example 2.4.11 above, specifically in the fact that each sum evaluates to a very precise multiple of $\frac{\pi^{8}}{9!}$.

The name of this conjecture comes from the first instance conjectured in BBBL98. In this instance, blocks of 2's were being inserted cyclically into the arguments of another MZV. Whilst the generalisation does not have this particular quality, it still uses a cyclical shifting and so the name remains apt.

Conjecture 2.5.1 (Generalised cyclic insertion). Let $B=\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)$ be a block decomposition of weight $t$. Let $C_{n}=\langle(12 \cdots n)\rangle$ be the cyclic group of order $n$ viewed as a subgroup of $S_{n}$, generated by the $n$-cycle $(12 \cdots n)$.
i) If $B$ has even weight, $n$ is odd so that the integrals are not trivially zero, and there does not exist a consecutive pair of lengths $B_{i}^{\mathrm{L}}=B_{i+1}^{\mathrm{L}}=1$, then

$$
\sum_{\sigma \in C_{n}} I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \stackrel{?}{=} I_{\mathrm{bl}}^{\mathfrak{m}}(t+2)=(-1)^{t / 2} \zeta^{\mathfrak{m}}\left(\{2\}^{t / 2}\right)
$$

And applying the period map would give

$$
\sum_{\sigma \in C_{n}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \stackrel{?}{=}(-1)^{t / 2} \frac{\pi^{t}}{(t+1)!} \in \pi^{t} \mathbb{Q}
$$

ii) If $B$ has odd weight, $n$ is even so that the integrals are not trivially zero, and there does not exist a consecutive pair of lengths $B_{i}^{\mathrm{L}}=B_{i+1}^{\mathrm{L}}=1$, then

$$
\sum_{\sigma \in C_{n}} I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \stackrel{?}{=} I_{\mathrm{bl}}^{\mathfrak{m}}(t+2)=0
$$

with the same result after applying the period map.

One could paraphrase this conjecture as saying roughly that at a given weight, cyclically symmetrised block integrals have a constant value. The restrictions on the $B_{i}^{\mathrm{L}}$ are necessary, as shown in Remark 2.5.3 below.

Evidence and outlook. In Section 2.8 we present tables of the dimensions of cyclic insertion relations Conjecture 2.5.1, symmetric insertion relations Theorem 2.5.4, and other numerically verified block relations. In particular, we tested the cyclic insertion conjecture for every valid block decomposition up to weight 16 , plus numerous other examples in higher weight.

It appears that the identities in Conjecture 2.5.1 satisfy some sort of 'stability' under the derivations $D_{<N}$, which opens up a potential avenue to a partial 'proof by recursion' using the motivic framework. For further details, see the later Remark 2.6.18 where we can explicitly refer to examples that illustrate this stability. Be aware though, that the motivic framework cannot yet provide a full proof of these results, since the rational multiple needs to be numerically evaluated.

Remark 2.5.2. Briefly revisiting Example 2.4.11 we should look at the block decompositions with lengths $(2,3,5)$ and $(2,2,2,2,2)$ in a little more detail, just to clarify some points of potential confusion. The lengths $(2,3,5)$ give rise to the following sum

$$
\begin{aligned}
& -\zeta(3,2,3)+\zeta(2,3,1,2)-\zeta(1,2,1,2,2)+ \\
& \quad-\zeta(2,3,3)+\zeta(3,1,2,2)-\zeta(1,2,2,1,2)=\frac{2 \pi^{8}}{9!}
\end{aligned}
$$

Each row of this is itself an instance of the cyclic insertion conjecture. The first row cyclically sums over $(2,3,5)$, whilst the second row cyclically sums over $(2,5,3)$. Each row sums to $\frac{\pi^{8}}{9!}$ according to the cyclic insertion conjecture, explaining the coefficient 2 in the result.

Whereas, for the lengths ( $2,2,2,2,2$ ) , the cyclic insertion conjecture produces 5 copies of the blocks $I_{\mathrm{bl}}^{\mathfrak{m}}(2,2,2,2,2)$ because the blocks are already cyclically symmetric. So we get

$$
\begin{aligned}
& 5 I_{\mathrm{bl}}^{\mathfrak{m}}(2,2,2,2,2) \stackrel{?}{=} I_{\mathrm{bl}}(10) \text { or } \\
& 5 I^{\mathfrak{m}}(0 ; 1,1,0,0,1,1,0,0 ; 1) \stackrel{?}{=} I^{\mathfrak{m}}(0 ; 1,0,1,0,1,0,1,0 ; 1)
\end{aligned}
$$

Converting to MZV's and applying the period map gives

$$
5 \zeta(1,3,1,3)=\zeta(2,2,2,2)=\frac{\pi^{8}}{9!}
$$

we can then divide through by 5 , to get the result in Example 2.4.11, which explains the coefficient $\frac{1}{5}$.
Remark 2.5.3. The restrictions that there is no pair $B_{i}^{\mathrm{L}}=B_{i+1}^{\mathrm{L}}$ in both cases, seems somewhat ad-hoc. It appears that these (conjectural) identities are just an easy version of some statement which holds even more generally. These restrictions are most certainly necessary, as shown by the following examples.

In even weight, applying the cyclic insertion conjecture to the blocks $\left[\ell_{i}\right]=[1,1,2,3,3]$ does not produce even a rational multiple of $\pi^{8}$, despite this block decomposition having weight 8 . In this case we obtain

$$
\sum_{\sigma \in C_{5}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(5)}\right)=27.89973142 \ldots \frac{\pi^{8}}{9!}
$$

However, we do obtain (by use of Theorem 2.5.4 below) that the fully symmetrised sum does produce a rational multiple of $\pi^{8}$, namely

$$
\sum_{\sigma \in S_{5}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(5)}\right)=-18 \frac{\pi^{8}}{9!} \in \pi^{8} \mathbb{Q}
$$

Similarly, in the odd weight case, applying the cyclic insertion conjecture to the blocks $\left[\ell_{i}\right]=[1,1,2,3]$ produces a non-zero result in contrast to the result of 0 we would desire. Specifically

$$
\begin{aligned}
\sum_{\sigma \in C_{4}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(4)}\right) & =3.95460870059 \ldots \\
& =2 \zeta(2) \zeta(3)
\end{aligned}
$$

In the context of Remark 2.6.18, this cyclic combination for $\left[\ell_{i}\right]=[1,1,2,3]$ appears as part of the computation of $D_{3}$ for the cyclic combination $\left[\ell_{i}\right]=[1,1,2,3,3]$ above. This in fact leads to the result that for $\left[\ell_{i}\right]=[1,1,2,3,3]$,

$$
\sum_{\sigma \in C_{5}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(5)}\right)=\zeta(2) \zeta(3)^{2}-63 \frac{\pi^{8}}{9!}
$$

Alternatively (after applying some identities), this may be written as

$$
\begin{gathered}
=2 \zeta(2) \zeta(1,2,1,2)+\zeta(2,2,2,2,2) \\
=-2 I_{\mathrm{bl}}(4) I_{\mathrm{bl}}(2,3,3)+I_{\mathrm{bl}}(10)
\end{gathered}
$$

where the blocks $[2,3,3]$ from $\left[\ell_{i}\right]$ make a second appearance.
This indeed offers a suggestion for how to generalise the cyclic insertion conjecture to all block decompositions. From recent cursory investigations, it appears a general result holds for $\left[\ell_{i}\right]=$ $\left[k_{1}, \ldots, k_{n-2}, 1,1\right]$, where $k_{1} \neq 1, k_{n-2} \neq 1$, and there is no pair $k_{i}=k_{i+1}=1$. The result is as follows.

$$
\sum_{\sigma \in C_{n}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \stackrel{?}{=}-2 I_{\mathrm{bl}}(4) I_{\mathrm{bl}}\left(k_{1}, \ldots, k_{n}\right)+I_{\mathrm{bl}}\left(k_{1}+\cdots+k_{n-2}+2\right)
$$

Generalisations to $\left[\ell_{i}\right]=\left[k_{1}, \ldots, k_{n-3}, 1,1,1\right]$ and beyond also appear to hold.

We claim now that the generalised cyclic insertion conjecture Conjecture 2.5.1 is a generalisation of both the BBBL cyclic insertion conjecture, and of Hoffman's identity. This will be shown explicitly in Conjecture-Example 2.6.1 and Conjecture-Example 2.6.4 It is not surprising then that we cannot prove this conjecture. We can make some progress towards it in the form of the following theorem, which is a restatement and reinterpretation of Theorem 2.4.4 applied to the context of Conjecture 2.5.1

Theorem 2.5.4 (Generalised symmetric insertion). Let $B=\left(0 ; \ell_{1}, \ldots, \ell_{n}\right)$ be a block decomposition of even weight $t$. Then some sufficiently symmetrised version of Conjecture 2.5.1 holds. More precisely the following evaluation, consisting of a sum of $(n-1)$ ! cyclic insertion identities, holds

$$
\sum_{\sigma \in S_{n}} I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \in \zeta^{\mathfrak{m}}\left(\{2\}^{t / 2}\right) \mathbb{Q}=\zeta^{\mathfrak{m}}(t) \mathbb{Q}
$$

So applying the period map produces

$$
\sum_{\sigma \in S_{n}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right) \in \zeta\left(\{2\}^{t / 2}\right) \mathbb{Q}=\zeta(t) \mathbb{Q}=\pi^{t} \mathbb{Q}
$$

Proof. This result is a restatement and reinterpretation of Theorem 2.4.4 The equalities follow using the evaluations (and their motivic counterparts) which state

$$
\begin{aligned}
\zeta\left(\{2\}^{k}\right) & =\frac{\pi^{2 k}}{(2 k+1)!} \\
\zeta(2 k) & =\frac{(-1)^{k+1} B_{2 k}(2 \pi)^{2 k}}{2(2 k)!}
\end{aligned}
$$

The result holds in fact for any choice of $\ell_{i}$, including in the case where some consecutive pair $\ell_{i}=\ell_{i+1}=1$ occurs.

Remark 2.5.5. An analogous result for odd weight does hold, but is trivial. The symmetrisation produced by Theorem 2.4.4 cancels pairwise, an integral with its dual, to give 0 .

In the following section we will present a number of examples of conjectural identities given by the cyclic insertion conjecture, Conjecture 2.5.1, along with the proven symmetrisations from Theorem 2.5.4. Typically we will restrict these examples to $123-\mathrm{MZV}$ 's, since they produce 'nice' identities, so I am content to give two simple examples of the general case of cyclic insertion here.

Example 2.5.6. Consider the MZV $z=-\zeta(4,1,2)$, which corresponds to the integral $I(010|0| 01 \mid$ 101), with block decomposition $I_{\mathrm{bl}}(3,1,2,3)$.

Taking $\left[\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right]=[3,1,2,3]$, we form the sum

$$
\begin{aligned}
& \sum_{\sigma \in C_{4}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(4)}\right) \\
= & I_{\mathrm{bl}}(3,1,2,3)+I_{\mathrm{bl}}(1,2,3,3)+I_{\mathrm{bl}}(2,3,3,1)+I_{\mathrm{bl}}(3,3,1,2) \\
= & I(010|0| 01 \mid 101)+I(0|01| 101 \mid 101)+ \\
& \quad+I(01|101| 101 \mid 1)+I(010|010| 0 \mid 01) .
\end{aligned}
$$

The first and last integrals can be converted directly to the MZV's $-\zeta(4,1,2)$ and $\zeta(3,4)$ respectively. The second and third require shuffle-regularising, as in Section 1.2.3.1 They give the following

$$
\begin{aligned}
I(001101101) & =-I(010101101)-2 I(011001101)-I(011010101)-2 I(011011001) \\
& =-\zeta(2,2,1,2)-2 \zeta(1,3,1,2)-\zeta(1,2,2,2)-2 \zeta(1,2,1,3) \\
I(011011011) & =3 I(010001001)+3 I(010010001) \\
& =3 \zeta(4,3)+3 \zeta(3,4)
\end{aligned}
$$

Thus we obtain the sum

$$
\begin{aligned}
\sum_{\sigma \in C_{4}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(4)}\right)= & (-\zeta(4,1,2))+(\zeta(3,4))+(3 \zeta(4,3)+3 \zeta(3,4))+ \\
& +(-\zeta(2,2,1,2)-2 \zeta(1,3,1,2)-\zeta(1,2,2,2)-2 \zeta(1,2,1,3)),
\end{aligned}
$$

which indeed equals 0 , using tables of known MZV relations. This is the result expected by cyclic insertion.

Example 2.5.7. Consider the MZV $z=-\zeta(1,1,2,2,4)$, which corresponds to the integral $I(01|1|$ $101010|0| 01)$, with block decomposition $I_{\mathrm{bl}}(2,1,6,1,2)$.

Take $\left[\ell_{i}\right]=[2,1,6,1,2]$, and form the sum

$$
\sum_{\sigma \in C_{5}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(5)}\right)
$$

We obtain

$$
\begin{aligned}
& I_{\mathrm{bl}}(2,1,6,1,2)+I_{\mathrm{bl}}(1,6,1,2,2)+I_{\mathrm{bl}}(6,1,2,2,1)+I_{\mathrm{bl}}(1,2,2,1,6)+I_{\mathrm{bl}}(2,2,1,6,1) \\
& =I(01|1| 101010|0| 01)+I(0|010101| 1|10| 01)+I(010101|1| 10|01| 1)+ \\
& \quad+I(0|01| 10|0| 010101)+I(01|10| 0|010101| 1)
\end{aligned}
$$

These integrals shuffle regularise to give the following sum of MZV's, where some terms have been combined via duality. The first integral gives the first term. The second and fifth integrals give the
third term. And the third and fourth integrals give the second term.

$$
\begin{aligned}
= & -\zeta(1,1,2,2,4)+ \\
& +2 \cdot(-2 \zeta(1,4,2,3)-2 \zeta(1,4,3,2)-4 \zeta(1,5,2,2)-\zeta(2,4,2,2))+ \\
& +2 \cdot(3 \zeta(2,2,1,1,4)+\zeta(2,2,1,2,3)+\zeta(2,2,2,1,3)+ \\
& +2 \zeta(2,3,1,1,3)+2 \zeta(3,2,1,1,3))=-\frac{\pi^{10}}{11!} .
\end{aligned}
$$

This evaluation is obtained using tables of known MZV relations. This is indeed the result expected by cyclic insertion.

### 2.5.1 Cyclic insertion on $123-\mathrm{MZV}$ 's

If we restrict to the class of $123-\mathrm{MZV}$, the associated block decomposition never contains a block of length 1. So any cyclic permutation of the block lengths is guaranteed to produce a convergent integral. This means that the terms produced by the cyclic insertion conjecture can be converted directly to MZV's, and will produce relatively short and highly structured conjectural identities. It is worth considering, then, how these terms can be generated directly from an initial MZV without going through the block decomposition first.

Lemma 2.5.8. The arguments of a $123-M Z V$ are composed of an arbitrary string formed by concatenating a unique combination of substrings of the following type
i) $\{2\}^{\ell}, 3$, where $\ell \geq 0$. This contributes 1 block.
ii) $\{2\}^{\ell}, 1,\{2\}^{n}, 3$, where $\ell, n \geq 0$. This contributes 2 blocks.
iii) $\{2\}^{\ell}, \underbrace{(1,2),\{2\}^{m_{1}}, \ldots,(1,2),\{2\}^{m_{k}}}_{k \text { repetitions }}, 1,\{2\}^{n}, 3$, where $\ell, m_{i}, n \geq 0$. This contributes $k+2$ blocks. Then ending with
iv) $\{2\}^{\ell}$, where $\ell \geq 0$. This contributes 1 block.
v) $\{2\}^{\ell}, \underbrace{(1,2),\{2\}^{m_{1}}, \ldots,(1,2),\{2\}^{m_{k}}}_{k \text { repetitions }}$, where $\ell, m_{i} \geq 0$. This contributes $k+1$ blocks.

Here the notation $(1,2)$ is just to emphasise that in these MZV's $(1,2)$ seems to function as one argument. One should perhaps view it as $\overline{3}$, the dual of 3 .

Proof. In the block decomposition, consider the position of the first block after $B_{1}$ which has $B_{i}^{\text {st }}=0$. Suppose this block occurs at position $i=2$, the first such available position. Since the first block must end 0 to make $B_{2}^{\text {st }}=0$, the first block must have odd length. Since we restrict to $123-\mathrm{MZV}$ 's, all lengths must be $>1$. So the word in the integral representation of the MZV must begin

$$
0(10)^{\ell} 10 \mid 0 \cdots=W_{0}^{2 \ell+3} \oplus \cdots
$$

where $\ell \geq 0$. This gives case i).
Now suppose the block occurs at position $i>2$. Then the first block must end 1, meaning it has even length. The blocks in position $j=2, \ldots, i-2$ must start 1 and end 1 , giving them odd length. Finally the block in position $i-1$ must end 0 , giving it even length. Restricting to $123-\mathrm{MZV}$ 's forces all lengths to be $>1$. So the word in the integral representation of the MZV must begin

$$
\begin{aligned}
& 0(10)^{\ell} 1\left|10(10)^{m_{1}} 1\right| \cdots\left|10(10)^{m_{k}} 1\right| 10(10)^{n} \mid 0 \cdots \\
& =W_{0}^{2 \ell+2} W_{1}^{2 m_{1}+3} \cdots W_{1}^{2 m_{k}+3} W_{1}^{2 n+2} \oplus \cdots
\end{aligned}
$$

where $\ell, m_{1}, \ldots, m_{k}, n \geq 0$. This gives case ii) and iii).
After dealing with all such blocks, there will be blocks with $B_{i}^{\text {st }}=0$ remaining. Then the word in the integral representation of the MZV must look as follows

$$
0(10)^{\ell} 1\left|10(10)^{m_{1}} 1\right| \cdots \mid 10(10)^{m_{k}} 1
$$

where $\ell, m_{i} \geq 0$. The first block cannot end with 0 , otherwise the second block starts with 0 . Similarly all subsequence blocks must end with 1 . Since they also start with 1 , this forces their lengths to be odd. Finally restricting to 123 -MZV's means that all block lengths are $>1$. This gives case iv) and v) since no further blocks can occur.

Notation 2.5.9. It is convenient to separate the blocks of 2's from the surrounding arguments above, and write

$$
\zeta\left(a_{1}, \ldots, a_{k} \mid b_{1}, \ldots, b_{k}, b_{k+1}\right):=\zeta\left(\{2\}^{b_{1}}, a_{1},\{2\}^{b_{2}}, a_{2}, \ldots,\{2\}^{b_{k}}, a_{k},\{2\}^{b_{k+1}}\right)
$$

where $a_{i} \in\{1,3,(1,2)\}$. The substrings in Lemma 2.5.8 forbid consecutive arguments $a_{i}=(1,2)$ and $a_{i+1}=3$. This will consist of $k+1$ blocks.

Definition 2.5.10 (Cyclic operator). Let $z= \pm \zeta\left(a_{1}, \ldots, a_{k} \mid b_{1}, \ldots, b_{k+1}\right)$ be a 123-MZV with corresponding block decomposition $I_{\mathrm{bl}}\left(\ell_{1}, \ldots, \ell_{n}\right)$, where $n=k+1$. Assume the sign is chosen so that we have equality. Let $i$ be the first position for which $B_{i}^{\text {st }}=0$, not including $B_{1}$. Define

$$
\mathcal{C} z=w,
$$

where $w$ is the $123-\mathrm{MZV}$ with block decomposition

$$
I_{\mathrm{bl}}\left(\ell_{i}, \ell_{i+1}, \ldots, \ell_{n}, \ell_{1}, \ldots, \ell_{i-1}\right)
$$

If no such $i$ exists, set

$$
\mathcal{C} z=w
$$

where $w$ is the $123-\mathrm{MZV}$ with block decomposition

$$
I_{\mathrm{bl}}\left(\ell_{2}, \ell_{3}, \ldots, \ell_{n}, \ell_{1}\right)
$$

Proposition 2.5.11. Let $\pm \zeta\left(a_{1}, \ldots, a_{k} \mid b_{1}, \ldots, b_{k+1}\right)$ be a 123-MZV with corresponding block decomposition $I_{\mathrm{bl}}\left(\ell_{1}, \ldots, \ell_{n}\right)$, where $n=k+1$. Assume the sign is chosen so that we have equality. Then the set

$$
\left\{\mathcal{C}^{i} z \mid i=0, \ldots, n-1\right\}
$$

contains exactly the same terms as produced by sum $\sum_{C_{n}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right)$, from the cyclic insertion conjecture.

That is

$$
\sum_{\sigma \in C_{n}} I_{\mathrm{bl}}\left(\ell_{\sigma(1)}, \ldots, \ell_{\sigma(n)}\right)=\sum_{i=0}^{n-1} \mathcal{C}^{i} z
$$

Proof. From the definition it is clear that each term is one of the terms from the cyclic insertion conjecture. Namely, each application of $\mathcal{C}$ produces a cyclic shifting of the block decomposition. We only have to show that eventually any $\ell_{i}$ is moved to the first position.

Let $S=\left\{i>1 \mid B_{i}^{\text {st }}=0\right\}$, and $T=\left\{i>1 \mid B_{i}^{\text {st }}=1\right\}$. The block corresponding to the $j$-th element of $S$ is moved to position one by applying $\mathcal{C}^{j}$. Application of $\mathcal{C}$ changes the starting digit of the blocks $\ell_{1}, \ldots, \ell_{i}$ which are moved to the end. This is because the starting digit of $B_{1}^{\text {st }}=0$ must be flipped to match the last digit $B_{n}^{\text {en }}=1$. Therefore the block corresponding to the $j$-th element of $T$ is moved to position one by applying $\mathcal{C}^{|S|+j}$.

Proposition 2.5.12. Let $\zeta\left(a_{1}, \ldots, a_{k} \mid b_{1}, \ldots, b_{k+1}\right)$ be a 123-MZV. In accordance with the cases in Lemma 2.5.8, application of the cyclic operator $\mathcal{C}$ has the following results.
i) $\zeta(3$, rest $\mid \ell$, rest $) \mapsto-\zeta($ rest,$(1,2) \mid$ rest, $\ell)$,
ii) $\zeta(1,3$, rest $\mid \ell, n$, rest $) \mapsto \zeta($ rest $, 1,3 \mid$ rest, $\ell, n)$ and
iii) $\zeta\left(\{(1,2)\}^{k}, 1,3\right.$, rest $\mid \ell, m_{1}, \ldots, m_{k}, n$, rest $) \mapsto$

$$
(-1)^{k} \zeta\left(\text { rest }, 1,3,\{3\}^{k} \mid \text { rest }, \ell, m_{1}, \ldots, m_{k}, n\right)
$$

Otherwise, only the final substrings appear, and we have
iv) $\zeta(\emptyset \mid \ell) \mapsto \zeta(\emptyset \mid \ell)$,
v) $\zeta\left(\{(1,2)\}^{k} \mid \ell, m_{1}, \ldots, m_{k}\right) \mapsto \zeta\left(\{3\}^{k} \mid m_{1}, \ldots, m_{k}, \ell\right)$.

Proof. The proof of Lemma 2.5.8 made use of the position of the first block beginning $B_{i}^{\text {st }}=0$. So $\mathcal{C}$ interacts well with the structure presented there. So we can check on a case by case basis.

Case i): The word describing the integral corresponding to the MZV starts

$$
0(10)^{\ell} 10 \mid 0 \cdots=W_{0}^{2 \ell+3} \oplus \cdots
$$

So only the first block is moved in this case. The 0 at the start of the second block becomes the lower bound of the integral, so the arguments after $\{2\}^{\ell}, 3$ will remain unchanged. Moving this block to the end, we obtain

$$
\cdots 1 \mid 1(01)^{\ell} 01=\cdots \oplus W_{1}^{2 \ell+3}
$$

The upper bound of the integral now becomes the start of the next argument at the end of the MZV. This gives new arguments

$$
(1,2),\{2\}^{\ell}
$$

at the end. The depth changes by one, 3 becoming ( 1,2 ), so we pick up a minus sign when converting from the integral back to an MZV.

Case ii) and iii): The word describing the integral starts

$$
\begin{aligned}
& 0(10)^{\ell} 1\left|10(10)^{m_{1}} 1\right| \cdots\left|10(10)^{m_{k}} 1\right| 10(10)^{n} \mid 0 \cdots \\
& =W_{0}^{2 \ell+2} W_{1}^{2 m_{1}+3} \cdots W_{1}^{2 m_{k}+3} W_{1}^{2 n+2} \oplus \cdots
\end{aligned}
$$

In this case the first $k+2$ blocks are moved. The 0 at the start of the $(k+3)$-th block becomes the lower bound of the integral, so the arguments after our initial string will remain unchanged. Moving these blocks to the end gives

$$
\begin{aligned}
& \cdots 1\left|1(01)^{\ell} 0\right| 01(01)^{m_{1}} 0|\cdots| 01(01)^{m_{k}} 0 \mid 01(01)^{n} \\
& =\cdots \oplus W_{1}^{2 \ell+2} W_{0}^{2 m_{1}+3} \cdots W_{0}^{2 m_{k}+3} W_{0}^{2 n+2} \oplus \cdots .
\end{aligned}
$$

The upper bound of the integral now becomes the start of the next argument at the end of the MZV. This gives new arguments

$$
1,\{2\}^{\ell}, 3,\{2\}^{m_{1}}, 3, \ldots,\{2\}^{m_{k}}, 3,\{2\}^{n}
$$

at the end. The depth changes by $k$, as $k$ arguments of the form $(1,2)$ become arguments of the form 3. So we pick up sign $(-1)^{k}$ when converting from the integral back to an MZV.

Case iv) and v): The word describing the integral is

$$
0(10)^{\ell} 1\left|10(10)^{m_{1}} 1\right| \cdots \mid 10(10)^{m_{k}} 1=W_{0}^{2 \ell+2} W_{1}^{2 m_{1}+3} \cdots W_{1}^{2 m_{k}+3} .
$$

By definition, we only move one block to the end in this case. We obtain

$$
01(01)^{m_{1}} 0|\cdots| 01(01)^{m_{k}} 0 \mid 0(10)^{\ell} 1=W_{0}^{2 m_{1}+3} \cdots W_{0}^{2 m_{k}+3} W_{1}^{2 \ell+2}
$$

This gives the MZV

$$
(-1)^{k} \zeta\left(\{2\}^{m_{1}}, 3, \ldots,\{2\}^{m_{k}}, 3,\{2\}^{\ell}\right) .
$$

The depth changes by $k$ since $k$ arguments $(1,2)$ become arguments 3 . So we pick up a sign $(-1)^{k}$.

We will give examples of this proposition in action in the following section, where we present various
examples of cyclic insertion and symmetric insertion.

### 2.6 Examples of cyclic insertion, and symmetrisations

In this section, we will present various examples of the kind of identities one can obtain from cyclic insertion. We will also present the motivically provable symmetrisations which give currently best known identities in that direction. We will at last show how the BBBL cyclic insertion conjecture, and Hoffman's identity, arise from the general conjecture.

Conjecture-Example 2.6.1 (BBBL cyclic insertion). Consider

$$
\begin{aligned}
z & =(-1)^{d} \zeta\left(\{2\}^{a_{1}}, 1,\{2\}^{a_{2}}, 3,\{2\}^{a_{3}}, \ldots, 1,\{2\}^{a_{2 n}}, 3,\{2\}^{a_{2 n+1}}\right) \\
& =(-1)^{d} \zeta\left(\{1,3\}^{n} \mid a_{1}, \ldots, a_{2 n+1}\right)
\end{aligned}
$$

where $d=2 n+\sum_{i} a_{i}$ is the depth, so that the corresponding integral has coefficient 1 .
Applying the cyclic operator $\mathcal{C}$ produces

$$
\begin{aligned}
\mathcal{C} z & =(-1)^{d} \mathcal{C} \zeta\left(1,3,\{1,3\}^{n-1} \mid a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right) \\
& =(-1)^{d} \zeta\left(\{1,3\}^{n-1}, 1,3 \mid a_{3}, \ldots, a_{n}, a_{1}, a_{2}\right) \\
& =(-1)^{d} \zeta\left(\{1,3\}^{n} \mid a_{3}, \ldots, a_{n}, a_{1}, a_{2}\right)
\end{aligned}
$$

That is, the blocks of two $\{2\}^{a_{i}}$ are cycled around by two steps.
One finds that the integral describing $z$ has $2 n+1$ blocks, namely

$$
\begin{align*}
z & =I\left(0(10)^{a_{1}} 1\left|10(10)^{a_{2}}\right| \cdots \mid 0(10)^{a_{2 n+1}} 1\right) \\
& =I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2, \ldots, 2 a_{2 n+1}+2\right) \tag{2.6.1}
\end{align*}
$$

Since there are an odd number of blocks of 2 , we conclude that

$$
\sum_{i=0}^{n} \mathcal{C}^{i} z=(-1)^{d} \sum_{\sigma \in C_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right)
$$

From Proposition 2.5.11 we know this matches with the sum in the general cyclic insertion conjecture Conjecture 2.5.1 Then that conjecture tells us to expect

$$
(-1)^{d} \sum_{\sigma \in C_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \stackrel{?}{=}(-1)^{t / 2} \frac{\pi^{t}}{(t+1)!}
$$

as the weight $t=4 n+2 \sum a_{i}$, even. Since $(-1)^{t / 2}=(-1)^{2 n+\sum_{i} a_{i}}=(-1)^{d}$, the sign on the RHS matches the sign on the LHS. Therefore we can write wt for the weight, and simplify this to

$$
\sum_{\sigma \in C_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

This is exactly the statement of the BBBL cyclic insertion conjecture from Conjecture 2.1.5.

Theorem 2.6.2 (Symmetrised BBBL, Cha15). Theorem 2.5.4 shows the following symmetrisation of Conjecture-Example 2.6.1 holds.

$$
\sum_{\sigma \in S_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \in \pi^{\mathrm{wt}} \mathbb{Q}
$$

This is Theorem 3.1 in Cha15.
Moreover, we have

$$
\sum_{\sigma \in S_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \stackrel{1}{=}(2 n)!\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

Here $\stackrel{1}{=}$ denotes an identity which holds up to $\mathbb{Q}$, and where the expected rational is 1. (See Appendix A) Proof. To obtain the symmetrisation, Theorem 2.5.4 tell us to replace $\sum_{\sigma \in C_{2 n+1}}$ with $\sum_{\sigma \in S_{2 n+1}}$. Doing this in the above case we obtain

$$
\sum_{\sigma \in S_{2 n+1}} I_{\mathrm{bl}}\left(2 a_{\sigma(1)}+2,2 a_{\sigma(2)}+2, \ldots, 2 a_{\sigma(2 n+1)}+2\right) .
$$

Using Equation 2.6.1 we can convert this to

$$
\pm \sum_{\sigma \in S_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right)
$$

But Theorem 2.5.4 shows us

$$
\pm \sum_{\sigma \in S_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \in \zeta(t) \mathbb{Q}
$$

where the weight $t=4 n+2 \sum_{i} a_{i}$ is even. Since $\pm$ does not change rationality, we get

$$
\sum_{\sigma \in S_{2 n+1}} \zeta\left(\{1,3\}^{n} \mid a_{\sigma(1)}, \ldots, a_{\sigma(2 n+1)}\right) \in \pi^{\mathrm{wt}} \mathbb{Q}
$$

as claimed.
Moreover, this is made up of $(2 n+1)!/(2 n+1)=(2 n)$ ! cyclic insertion identities, each of which conjecturally contribute one lot of $\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$. Adding these gives the expected identity above.

By setting $a_{1}=a_{2}=\cdots=a_{2 n+1}=m$ above, we obtain $2 n+1$ copies of the same MZV. Dividing through by $2 n+1$ we obtain the following corollary which partially confirms Conjecture 2.1.8

Corollary 2.6.3 (Evaluable family of MZV's). The following result holds

$$
\zeta\left(\left\{\{2\}^{m}, 1,\{2\}^{m}, 3\right\}^{n},\{2\}^{m}\right) \stackrel{1}{=} \frac{1}{2 n+1} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

so at least is $\in \pi^{\mathrm{wt}} \mathbb{Q}$.

Let us consider how Hoffman's identity fits into this picture. We have the following more general version.

Conjecture-Example 2.6.4 (Hoffman's identity). Consider

$$
z=(-1)^{d} \zeta\left(\{2\}^{a}, 3,\{2\}^{b}, 3,\{2\}^{c}\right)=(-1) \zeta(3,3, \mid a, b, c)
$$

Where $d=2+a+b+c$ is the depth. This has 3 blocks, and one can check it has block decomposition

$$
\begin{equation*}
z=I\left(0(10)^{a} 10\left|0(10)^{b} 10\right| 0(10)^{c} 1\right)=I_{\mathrm{bl}}(2 a+3,2 b+3,2 c+2) \tag{2.6.2}
\end{equation*}
$$

Applying $\mathcal{C}$ gives

$$
\begin{align*}
\mathcal{C} z & =-(-1)^{d} \zeta(3,(1,2) \mid b, c, a)=I_{\mathrm{bl}}(2 b+3,2 c+2,2 a+3)  \tag{2.6.3}\\
\mathcal{C}^{2} z & =(-1)^{d} \zeta((1,2),(1,2) \mid c, a, b)=I_{\mathrm{bl}}(2 c+2,2 a+3,2 b+3) \tag{2.6.4}
\end{align*}
$$

So from Proposition 2.5.11 and Conjecture 2.5.1 we expect

$$
(-1)^{d}(\zeta(3,3 \mid a, b, c)-\zeta(3,(1,2) \mid b, c, a)+\zeta((1,2),(1,2) \mid c, a, b)) \stackrel{?}{=}(-1)^{t / 2} \frac{\pi^{t}}{(t+1)!}
$$

as the weight $t=6+2(a+b+c)$ is even. Since $(-1)^{t / 2}=(-1)^{3+a+b+c}=-(-1)^{d}$, we obtain

$$
\zeta(3,3 \mid a, b, c)-\zeta(3,(1,2) \mid b, c, a)+\zeta((1,2),(1,2) \mid c, a, b) \stackrel{?}{=}-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

In particular, the case $a=b=0$ produces Hoffman's original conjectural family, as given in Conjecture 2.1.9

Theorem 2.6.5 ((Symmetrised) Hoffman's identity). Symmetrising Hoffman's conjectural identity Conjecture-Example 2.6.4 using Theorem 2.5.4 shows that the following identity holds

$$
\begin{aligned}
& \zeta(3,3, \mid a, b, c)-\zeta(3,(1,2) \mid b, c, a)+\zeta((1,2),(1,2) \mid c, a, b)+ \\
& +\zeta(3,3, \mid b, a, c)-\zeta(3,(1,2) \mid a, c, b)+\zeta((1,2),(1,2) \mid c, b, a) \stackrel{1}{=}-2 \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

Applying duality shows that

$$
2 \zeta(3,3, \mid a, b, c)-2 \zeta(3,(1,2) \mid b, c, a)+2 \zeta((1,2),(1,2) \mid c, a, b) \stackrel{1}{=}-2 \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

So that we obtain a proof of (twice) Conjecture-Example 2.6.4 up to a rational, and in particular a proof of (twice) Hoffman's conjectural identity, up to a rational in the case $a=b=0$.

Proof. To obtain the symmetrisation, Theorem 2.5.4 tell us to sum over all permutations of the block lengths. So we get the following $3!=6$ terms

$$
\begin{aligned}
& I_{\mathrm{bl}}(2 a+3,2 b+3,2 c+2)+I_{\mathrm{bl}}(2 b+3,2 c+2,2 a+3)+I_{\mathrm{bl}}(2 c+2,2 a+3,2 b+3)+ \\
& +I_{\mathrm{bl}}(2 b+3,2 a+3,2 c+2)+I_{\mathrm{bl}}(2 a+3,2 c+2,2 b+3)+I_{\mathrm{bl}}(2 c+2,2 b+3,2 a+3) .
\end{aligned}
$$

Using Equations 2.6.2 to 2.6.4, we convert these back to the given MZV's up to $\pm 1$. Since the weight is even, the result is in $\pi^{\mathrm{wt}} \mathbb{Q}$.

Moreover, each line is an instance of the cyclic insertion conjecture, so it expected to contribute one lot of $-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$.

By duality, we have that $\zeta(3,3 \mid a, b, c)=\zeta((1,2),(1,2) \mid c, b, a), \zeta(3,(1,2) \mid b, c, a)=\zeta(3,(1,2) \mid a, c, b)$, so the terms combine as indicated.

Conjecture-Example 2.6.6 (Generalised Hoffman identity). A higher version of Hoffman's identity arises from considering

$$
z=(-1)^{d} \zeta\left(\{3\}^{2 n} \mid a_{1}, \ldots, a_{2 n}, c\right)
$$

where $d=2 n+\sum_{i} a_{i}+c$ is the depth. This has $2 n+1$ blocks, and block decomposition

$$
z=I_{\mathrm{bl}}\left(2 a_{1}+3,2 a_{2}+3, \ldots, 2 a_{2 n}+3,2 c+2\right)
$$

We calculate

$$
\begin{aligned}
\mathcal{C} z & =(-1)^{d+1} \zeta\left(\{3\}^{2 n-1},(1,2) \mid a_{2}, \ldots, a_{2 n}, c, a_{1}\right) \\
& =I_{\mathrm{bl}}\left(2 a_{2}+3, \ldots, 2 a_{2 n}+3,2 c+2,2 a_{1}+3\right) \\
\mathcal{C}^{2} z & =(-1)^{d+2} \zeta\left(\{3\}^{2 n-2},\{(1,2)\}^{2} \mid a_{3}, \ldots, a_{2 n}, c, a_{1}, a_{2}\right) \\
& =I_{\mathrm{bl}}\left(2 a_{3}+3, \ldots, 2 a_{2 n}+3,2 c+2,2 a_{1}+3,2 a_{2}+3\right) .
\end{aligned}
$$

And by induction

$$
\begin{align*}
\mathcal{C}^{i} z & =(-1)^{d}(-1)^{i} \zeta\left(\{3\}^{2 n-i},\{(1,2)\}^{i} \mid a_{i+1}, \ldots, a_{2 n}, c, a_{1}, \ldots, a_{i}\right)  \tag{2.6.5}\\
& =I_{\mathrm{bl}}\left(2 a_{i+1}+3, \ldots, 2 a_{2 n}+3,2 c+2,2 a_{1}+3, \ldots, 2 a_{i}+3\right) . \tag{2.6.6}
\end{align*}
$$

By Proposition 2.5.11 and Conjecture 2.5.1 we obtain

$$
\begin{aligned}
\sum_{i=0}^{2 n} \mathcal{C}^{i} z & =(-1)^{d} \sum_{i=0}^{2 n}(-1)^{i} \zeta\left(\{3\}^{2 n-i},\{(1,2)\}^{i} \mid a_{i+1}, \ldots, a_{2 n}, c, a_{1}, \ldots, a_{i}\right) \\
& \stackrel{?}{=}(-1)^{t / 2} \frac{\pi^{t / 2}}{(t+1)!}
\end{aligned}
$$

as the weight $t=3 \times 2 n+2 \sum_{i} a_{i}+2 c$ is even. Since $(-1)^{t / 2}=(-1)^{n+d}$ we can write this as

$$
\sum_{i=0}^{2 n}(-1)^{i} \zeta\left(\{3\}^{2 n-i},\{(1,2)\}^{i} \mid a_{i+1}, \ldots, a_{2 n}, c, a_{1}, \ldots, a_{i}\right) \stackrel{?}{=}(-1)^{n} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
$$

Theorem 2.6.7 (Symmetrised generalised Hoffman identity). Symmetrising the generalised Hoffman identity, Conjecture-Example 2.6.6. using Theorem 2.5.4 shows the following identity holds,

$$
\begin{aligned}
& \sum_{\sigma \in S_{2 n}} \sum_{i=0}^{2 n}(-1)^{i} \zeta\left(\{3\}^{2 n-i},\{(1,2)\}^{i} \mid a_{\sigma(i+1)}, \ldots, a_{\sigma(2 n)}, c, a_{\sigma(1)}, \ldots, a_{\sigma(i)}\right) \\
& \quad \stackrel{1}{=}(-1)^{n}(2 n)!\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

Proof. Theorem 2.5.4 says we need to sum over all permutations of the block lengths. We can group
these permutations by the position of the even length block $2 c+2$ to obtain the following sum

$$
\sum_{\sigma \in S_{2 n}} \sum_{i=0}^{2 n} I_{\mathrm{bl}}\left(2 a_{\sigma(i+1)}+3, \ldots, 2 a_{\sigma(2 n)}+3,2 c+2,2 a_{\sigma(1)}+3, \ldots, 2 a_{\sigma(i)}+3\right) \in \pi^{\mathrm{wt}} \mathbb{Q}
$$

Using Equation 2.6.6 this is converted into the MZV's above.
Moreover, for each fixed $\sigma \in S_{2 n}$, we obtain a cyclic insertion conjecture identity of the original starting type as the inner sum. So this is a sum of $(2 n)$ ! cyclic insertion identities, each of which is expected to contribute $(-1)^{n} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$.

The above instances of the cyclic insertion conjecture have already been proposed. However, the generalised cyclic insertion conjecture Conjecture 2.5.1 can generate plenty of new identities which can be numerically verified. Henceforth we may begin to skip some details, since these ideas should now be familiar.

Notation 2.6.8. It is convenient to write $\zeta_{\mathcal{C}}\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n+1}\right)$ to mean the sum obtained by applying the cyclic insertion conjecture to $\zeta\left(a_{1}, \ldots, a_{n} \mid b_{1}, \ldots, b_{n+1}\right)$.

We will also use the notation $\operatorname{Sym}_{\left\{x_{1}, \ldots, x_{n}\right\}}$ to mean the sum of over all permutations of the variables $x_{i}$. That is

$$
\operatorname{Sym}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{\sigma \in S_{n}} f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)
$$

Conjecture-Example 2.6.9 ( $\zeta(1,3,3,3)$ ). Consider

$$
z=(-1)^{d} \zeta\left(1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)
$$

where $d=4+\sum_{i} a_{i}$ is the depth. It has even weight $t=10+2 \sum_{i} a_{i}$, and block encoding

$$
z=I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+2\right),
$$

with 5 blocks.
We find

$$
\begin{aligned}
\mathcal{C} z & =(-1)^{d} \zeta\left(3,3,1,3 \mid a_{3}, a_{4}, a_{5}, a_{1}, a_{2}\right)=I_{\mathrm{bl}}\left(2 a_{3}+3,2 a_{4}+3,2 a_{5}+2,2 a_{1}+2,2 a_{2}+2\right) \\
\mathcal{C}^{2} z & =-(-1)^{d} \zeta\left(3,1,3,(1,2) \mid a_{4}, a_{5}, a_{1}, a_{2}, a_{3}\right)=I_{\mathrm{bl}}\left(2 a_{4}+3,2 a_{5}+2,2 a_{1}+2,2 a_{2}+2,2 a_{3}+3\right) \\
\mathcal{C}^{3} z & =(-1)^{d} \zeta\left(1,3,(1,2),(1,2) \mid a_{5}, a_{1}, a_{2}, a_{3}, a_{4}\right)=I_{\mathrm{bl}}\left(2 a_{5}+2,2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3\right) \\
\mathcal{C}^{4} z & =(-1)^{d} \zeta\left((1,2),(1,2), 1,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{1}\right)=I_{\mathrm{bl}}\left(2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+2,2 a_{1}+2\right) .
\end{aligned}
$$

Since $(-1)^{t / 2}=(-1)^{1+d}$, we obtain the conjectural identity

$$
\begin{aligned}
& \zeta_{\mathcal{C}}\left(1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right) \\
& =\zeta\left(1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)+\zeta\left(3,3,1,3 \mid a_{3}, a_{4}, a_{5}, a_{1}, a_{2}\right)+ \\
& \quad-\zeta\left(3,1,3,(1,2) \mid a_{4}, a_{5}, a_{1}, a_{2}, a_{3}\right)+\zeta\left(1,3,(1,2),(1,2) \mid a_{5}, a_{1}, a_{2}, a_{3}, a_{4}\right)+ \\
& \quad+\zeta\left((1,2),(1,2), 1,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{1}\right) \stackrel{?}{=}-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
\end{aligned}
$$

Conjecture-Example 2.6.10 $(\zeta(1,3,3,(1,2)))$. Consider

$$
z=(-1)^{d} \zeta\left(1,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)
$$

where $d=5+\sum_{i} a_{i}$ is the depth. It has even weight $t=10+2 \sum_{i} a_{i}$, and block encoding

$$
z=I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+2,2 a_{5}+3\right),
$$

with 5 blocks.
We find

$$
\begin{aligned}
\mathcal{C} z & =(-1)^{d} \zeta\left(3,(1,2), 1,3 \mid a_{3}, a_{4}, a_{5}, a_{1}, a_{2}\right)=I_{\mathrm{bl}}\left(2 a_{3}+3,2 a_{4}+2,2 a_{5}+3,2 a_{1}+2,2 a_{2}+2\right) \\
\mathcal{C}^{2} z & =-(-1)^{d} \zeta\left((1,2), 1,3,(1,2) \mid a_{4}, a_{5}, a_{1}, a_{2}, a_{3}\right)=I_{\mathrm{bl}}\left(2 a_{4}+2,2 a_{5}+3,2 a_{1}+2,2 a_{2}+2,2 a_{3}+3\right) \\
\mathcal{C}^{3} z & =(-1)^{d} \zeta\left((1,2), 1,3,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{1}\right)=I_{\mathrm{bl}}\left(2 a_{2}+2,2 a_{3}+3,2 a_{4}+2,2 a_{5}+3,2 a_{1}+2\right) \\
\mathcal{C}^{4} z & =-(-1)^{d} \zeta\left(3,1,3,3 \mid a_{5}, a_{1}, a_{2}, a_{3}, a_{4}\right)=I_{\mathrm{bl}}\left(2 a_{5}+3,2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+2\right) .
\end{aligned}
$$

Since $(-1)^{t / 2}=(-1)^{d}$, we obtain the conjectural identity

$$
\begin{aligned}
& \zeta_{\mathcal{C}}\left(1,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right) \\
& =\zeta\left(1,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)+\zeta\left(3,(1,2), 1,3 \mid a_{3}, a_{4}, a_{5}, a_{1}, a_{2}\right)+ \\
& \quad-\zeta\left((1,2), 1,3,(1,2) \mid a_{4}, a_{5}, a_{1}, a_{2}, a_{3}\right)+\zeta\left((1,2), 1,3,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{1}\right)+ \\
& \quad-\zeta\left(3,1,3,3 \mid a_{5}, a_{1}, a_{2}, a_{3}, a_{4}\right) \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
\end{aligned}
$$

Theorem 2.6.11. Applying Theorem 2.5.4 to the identity in Conjecture-Example 2.6.9 above, shows the following identity holds

$$
\begin{aligned}
& \operatorname{Sym}_{\{1,2,5\}} \operatorname{Sym}_{\{3,4\}}\left(\zeta_{\mathcal{C}}\left(1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)\right. \\
& \left.\quad-\zeta_{\mathcal{C}}\left(1,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{5}, a_{4}\right)\right) \stackrel{1}{=}-4!\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

Notice this also works as a symmetrisation of Conjecture-Example 2.6.10.

Proof. If we symmetrise the above identity, we must sum over all permutations of block lengths. There are $5!=120$ permutations. These are grouped into $5!/ 5=24$ cyclic insertion identities. The odd lengths can be permuted in $3!=6$ ways without changing the type of MZV's which appear. Similarly the even lengths can be permuted in $2!=2$ ways without changing the types of MZV's which appear. This reduces the number of permutations to consider to

$$
\frac{5!}{5 \cdot 2!\cdot 3!}=2
$$

These 'basic' permutations are

$$
\begin{aligned}
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+2\right) \text { and } \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{5}+2,2 a_{4}+3\right) .
\end{aligned}
$$

They do not differ by a cyclic shift because in the first the odd length block are consecutive, and in the second the odd length blocks are separated by 1 . They respectively correspond to the MZV's

$$
\begin{aligned}
& (-1)^{d} \zeta\left(1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right) \text { and } \\
& -(-1)^{d} \zeta\left(1,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{5}, a_{4}\right),
\end{aligned}
$$

where $d=4+\sum_{i} a_{i}$ is the depth of the first MZV.
To get all permutations from these, we sum over the cyclic shifts, giving the cyclic insertion terms above. We also sum over all permutations of $a_{1}, a_{2}, a_{5}$, and all permutations of $a_{3}, a_{4}$, giving the $\operatorname{Sym}_{\{1,2,5\}}$ and $\operatorname{Sym}_{\{3,4\}}$ 's. Finally, each of the $24=4$ ! cyclic insertion identities is expected to contribute $-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$ to the total.

Remark 2.6.12. In the case where the number of blocks $n$ is composite, more care is necessary when choosing the representatives of all permutations modulo cyclic shifts, permutations of evens lengths and permutations of odd lengths. This is because $S_{\{\text {even lengths }\}} \times S_{\{\text {odd lengths }\}} \times C_{n}$ no longer acts freely on $S_{n}$.

For example in the case $n=9$, the block decomposition

$$
\left(2 a_{4}+3,2 a_{5}+3,2 a_{6}+2,2 a_{7}+3,2 a_{8}+3,2 a_{9}+2,2 a_{1}+3,2 a_{2}+3,2 a_{3}+2\right)
$$

is obtained from

$$
\left(2 a_{1}+3,2 a_{2}+3,2 a_{3}+2,2 a_{4}+3,2 a_{5}+3,2 a_{6}+2,2 a_{7}+3,2 a_{8}+3,2 a_{9}+2\right)
$$

in two ways. It is obtained either by a cyclic shift of 3 left, or by permuting even lengths as ( $a_{3}, a_{6}, a_{9}$ ) and the odd lengths as $\left(a_{1}, a_{4}, a_{7}\right)\left(a_{2}, a_{5}, a_{8}\right)$.

To work out the number of representatives, one could use Burnside's counting theorem. To work out the representatives, one can always first quotient by $C_{n}$ and by the larger of $S_{\{\text {even lengths \} }}$ or $S_{\{\text {odd lengths }\}}$.

Conjecture-Example 2.6.13. Consider

$$
z=\zeta\left(1,3,1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)
$$

where $d=6+\sum_{i} a_{i}$ is the depth. The weight $t=14+2 \sum_{i} a_{i}$ is even. And $(-1)^{t / 2}=(-1)^{d+1}=-(-1)^{d}$. So applying the cyclic operator $\mathcal{C}$ gives the conjectural identity

$$
\begin{aligned}
& \zeta_{\mathcal{C}}\left(1,3,1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right) \\
= & \zeta\left(1,3,1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)+ \\
& +\zeta\left(1,3,3,3,1,3 \mid a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, a_{1}, a_{2}\right)+ \\
& +\zeta\left(3,3,1,3,1,3 \mid a_{5}, a_{6}, a_{7}, a_{1}, a_{2}, a_{3}, a_{4}\right)+ \\
& -\zeta\left(3,1,3,1,3,(1,2) \mid a_{6}, a_{7}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& +\zeta\left(1,3,1,3,(1,2),(1,2) \mid a_{7}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right)+ \\
& +\zeta\left(1,3,(1,2),(1,2), 1,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, a_{1}\right)+ \\
& +\zeta\left((1,2),(1,2), 1,3,1,3 \mid a_{4}, a_{5}, a_{6}, a_{7}, a_{1}, a_{2}, a_{3}\right) \\
& \stackrel{?}{=}-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
\end{aligned}
$$

Theorem 2.6.14. The motivically proven symmetrisation of Conjecture-Example 2.6.13 is

$$
\begin{aligned}
& \operatorname{Sym}_{\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{7}\right\}} \operatorname{Sym}_{\left\{a_{5}, a_{6}\right\}}\left(\zeta_{\mathcal{C}}\left(1,3,1,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)+\right. \\
& -\zeta_{\mathcal{C}}\left(1,3,(1,2), 1,3,3 \mid a_{1}, a_{2}, a_{3}, a_{5}, a_{4}, a_{6}, a_{7}\right)+ \\
& \left.+\zeta_{\mathcal{C}}\left(1,3,3,1,3,3 \mid a_{1}, a_{2}, a_{5}, a_{3}, a_{4}, a_{6}, a_{7}\right)\right) \\
& \stackrel{1}{=}-6!\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

Proof. The integral corresponding to $z$ has block decomposition

$$
I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+2,2 a_{4}+2,2 a_{5}+3,2 a_{6}+3,2 a_{7}+2\right),
$$

with 7 block.
We must sum over all permutations of the lengths. Permuting the even block lengths $2 a_{1}+2,2 a_{2}+$ $2,2 a_{3}+2,2 a_{4}+2,2 a_{7}+2$ in 5 ! ways, and the odd block lengths $2 a_{5}+3,2 a_{6}+3$ in 2 ! ways, will not change the type of MZV's which occur. This gives the $\operatorname{Sym}_{\left\{a_{1}, a_{2}, a_{3}, a_{4}, a_{7}\right\}}$ and $\operatorname{Sym}_{\left\{a_{5}, a_{6}\right\}}$. We can also group together the terms which come from the same cyclic insertion identity. This means grouping together 7 cyclic permutations of each block length.
This leaves $\frac{7!}{7 \cdot 5!2!}=3$ permutations to consider. We find

$$
\begin{aligned}
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+2,2 a_{4}+2,2 a_{5}+3,2 a_{6}+3,2 a_{7}+2\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+2,2 a_{5}+3,2 a_{4}+2,2 a_{6}+3,2 a_{7}+2\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{5}+3,2 a_{3}+2,2 a_{4}+2,2 a_{6}+3,2 a_{7}+2\right),
\end{aligned}
$$

which give the MZV's above.
Conjecture-Example 2.6.15. Consider

$$
z=(-1)^{d} \zeta\left(1,3,3,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)
$$

where $d=6+\sum_{i} a_{i}$ is the depth. The weight $t=16+2 \sum_{i} a_{i}$ is even. And $(-1)^{t / 2}=(-1)^{d+2}=(-1)^{d}$. So applying the cyclic operator $\mathcal{C}$ gives the conjectural identity

$$
\begin{aligned}
& \zeta_{\mathcal{C}}\left(1,3,3,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right) \\
= & \zeta\left(1,3,3,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)+ \\
& +\zeta\left(3,3,3,3,1,3, \mid a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, a_{1}, a_{2}\right)+ \\
& -\zeta\left(3,3,3,1,3,(1,2) \mid a_{4}, a_{5}, a_{6}, a_{7}, a_{1}, a_{2}, a_{3}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& +\zeta\left(3,3,1,3,(1,2),(1,2) \mid a_{5}, a_{6}, a_{7}, a_{1}, a_{2}, a_{3}, a_{4}\right)+ \\
& -\zeta\left(3,1,3,(1,2),(1,2),(1,2) \mid a_{6}, a_{7}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)+ \\
& +\zeta\left(1,3,(1,2),(1,2),(1,2),(1,2) \mid a_{7}, a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right)+ \\
& +\zeta\left((1,2),(1,2),(1,2),(1,2), 1,3 \mid a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}, a_{1}\right) \\
& \stackrel{?}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
\end{aligned}
$$

Theorem 2.6.16. The motivically proven symmetrisation of Conjecture-Example 2.6.15 is

$$
\begin{aligned}
& \operatorname{Sym}_{\left\{a_{1}, a_{2}, a_{7}\right\}} \operatorname{Sym}_{\left\{a_{3}, a_{4}, a_{5}, a_{6}\right\}}\left(\zeta_{\mathcal{C}}\left(1,3,3,3,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}, a_{7}\right)+\right. \\
& -\zeta_{\mathcal{C}}\left(1,3,3,3,3,(1,2) \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{7}, a_{6}\right)+ \\
& +\zeta_{\mathcal{C}}\left(1,3,3,3,(1,2),(1,2) \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{7}, a_{5}, a_{6}\right)+ \\
& -\zeta_{\mathcal{C}}\left(1,3,3,(1,2),(1,2),(1,2) \mid a_{1}, a_{2}, a_{3}, a_{7}, a_{4}, a_{5}, a_{6}\right)+ \\
& \left.+\zeta_{\mathcal{C}}\left((1,2), 1,3,(1,2),(1,2),(1,2) \mid a_{1}, a_{3}, a_{2}, a_{4}, a_{7}, a_{5}, a_{6}\right)\right) \\
& \stackrel{1}{=} 6!\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

Proof. The integral corresponding to $z$ has block decomposition

$$
I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+3,2 a_{6}+3,2 a_{7}+2\right),
$$

with seven blocks.
We must sum over all permutations of the lengths. Permuting the even block lengths $2 a_{1}+2,2 a_{2}+$ $2,2 a_{7}+2$ in 3 ! ways, and the odd block lengths $2 a_{3}+3,2 a_{4}+3,2 a_{5}+3,2 a_{6}+3$ in 4 ! ways, will not change the type of MZV's which occur. This gives the $\operatorname{Sym}_{\left\{a_{1}, a_{2}, a_{7}\right\}}$ and $\operatorname{Sym}_{\left\{a_{3}, a_{4}, a_{5}, a_{6}\right\}}$. We can also group together the terms which come from the same cyclic insertion identity. This means grouping together 7 cyclic permutations of each block length.

This leaves $\frac{7!}{7 \cdot 3!4!}=5$ permutations to consider. We find

$$
\begin{aligned}
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+3,2 a_{6}+3,2 a_{7}+2\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{5}+3,2 a_{7}+2,2 a_{6}+3\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{4}+3,2 a_{7}+2,2 a_{5}+3,2 a_{6}+3\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2,2 a_{3}+3,2 a_{7}+2,2 a_{4}+3,2 a_{5}+3,2 a_{6}+3\right) \\
& I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{3}+3,2 a_{2}+2,2 a_{4}+3,2+2 a_{7}, 2 a_{5}+3,2 a_{6}+3\right),
\end{aligned}
$$

which give the MZV's above.

It should be clear that we can continue stating conjectural identities, and producing provably true symmetrised versions which hold motivically, ad nauseum.

Before finishing this section, we will give two further examples of the cyclic insertion conjecture; one
example in the odd weight case, and one example of what happens when it is applied in a 'degenerate' case.

Conjecture-Example 2.6.17. Consider

$$
z=(-1)^{d} \zeta\left(1,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}\right)
$$

where $d=3+\sum_{i} a_{i}$. The weight $7+2 \sum_{i} a_{i}$ is odd.
Applying the cyclic operator leads to the identity

$$
\begin{aligned}
& \zeta_{\mathcal{C}}\left(1,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}\right)= \zeta\left(1,3,3 \mid a_{1}, a_{2}, a_{3}, a_{4}\right)+\zeta\left(3,1,3 \mid a_{3}, a_{4}, a_{1}, a_{2}\right)+ \\
& \quad-\zeta\left(1,3,(1,2) \mid a_{4}, a_{1}, a_{2}, a_{3}\right)-\zeta\left((1,2), 1,3 \mid a_{2}, a_{3}, a_{4}, a_{1}\right) \\
& \stackrel{?}{=} 0
\end{aligned}
$$

(There is no point producing a symmetrisation in this case, since the terms will cancel pairwise using the duality of MZV's.)

Remark 2.6.18. It should be mentioned here that the above identity occurs when trying to investigate the exact BBBL cyclic insertion conjecture motivically. When computing $D_{<N}$, and attempting to check it vanishes, one obtains this combination of MZV's. In order for $D_{<N}$ to vanish this combination needs to be 0 motivically. A similar feature holds in other cases of the generalised cyclic insertion conjecture. See Example 2.6.19a) for a specific example of this phenomenon.

This suggests that it might be possible to partially tackle the general conjecture motivically using some kind of recursion procedure. Indeed, Glanois Gla16 has a notion of families of identities that are stable under the derivations. This allows her to lift analytically known families of identities to motivic identities, via recursion. The procedure, though, requires an analytic version of the identity to start the procedure, and to compute the rational at each step.

Other versions of cyclic insertion do always appear when computing the derivations $D_{2 k+1}$. A subsequence which crosses $i$ blocks, has $\alpha$ letters before it starts, and $\beta$ letters after it finishes (as in Definition 2.2.29, gives rise to the following term in $D_{2 k+1}$.

$$
\begin{aligned}
& I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{j}, \ldots, \ell_{n}, \ell_{1}, \ell_{2}, \ldots, \ell_{i}, \ell_{i+1}, \ldots, \ell_{j-1}\right) \\
& \quad \rightsquigarrow I_{\mathrm{bl}}^{\mathfrak{L}}\left(\ell_{1}-\alpha, \ell_{2}, \ldots, \ell_{i-1}, \ell_{i}-\beta\right) \otimes I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{j}, \ldots, \ell_{n}, \ell_{1}+\cdots+\ell_{i}-(2 k+1), \ell_{i+1}, \ldots, \ell_{j-1}\right) .
\end{aligned}
$$

By taking those cases where the blocks $\ell_{1}, \ldots, \ell_{i}$ are contiguous, we can mark the corresponding subsequence, as above. Thus in $D_{2 k+1}$ we obtain the $(n+1-i)$-term cyclic insertion identity

$$
I_{\mathrm{bl}}^{\mathfrak{L}}\left(\ell_{1}-\alpha, \ell_{2}, \ldots, \ell_{i-1}, \ell_{i}-\beta\right) \otimes \sum_{\text {cycle }} I_{\mathrm{bl}}^{\mathfrak{m}}\left(\ell_{1}+\cdots+\ell_{i}-(2 k+1), \ell_{i+1}, \ldots, \ell_{n}\right) .
$$

The cases were $\ell_{1}, \ldots, \ell_{i}$ are not contiguous do not contribute anything to this, since the corresponding subsequence does not exist here.

One can potentially use this to make progress towards the conjecture. Knowledge of the cyclic insertion conjecture at all weights $<N$ could potentially be used to prove a motivic version of the cyclic insertion conjecture at weight $N$ via cancellation in the derivations. However, a complete proof of the cyclic insertion conjecture at weight $N$ would still require explicitly evaluating the rational factor, which cannot yet be done motivically. It is therefore unlikely that the conjecture can be resolved only using motivic MZV's,

Moreover, the computation and simplification of $D_{<N}$ in the odd weight cases appears to require explicitly eliminating products in the $I^{\mathfrak{L}}$ factor. See Example 2.6.19b) for an example. In Gla16, Glanois establishes new types of relations on the $I^{\mathfrak{L}}$ integrals, particularly the so-called $ய$-antipode relations, which could potentially be useful in this regard.

Example 2.6.19. a) For example, trying to prove $\zeta_{\mathcal{C}}(1,3,1,3 \mid 0,0,0,1,2)=\zeta_{\mathcal{C}}(1,3,1,2,3,2,2) \stackrel{1}{=}$ $\frac{1}{15!} \pi^{14}$ motivicall y leads to the following computation.

$$
\begin{aligned}
D_{3} \zeta_{\mathcal{C}}^{\mathfrak{m}}(1,3,1,2,3,2,2) & =-3 \zeta^{\mathfrak{L}}(3) \otimes \zeta_{\mathcal{C}}^{\mathfrak{m}}(1,2,2,3,3)+3 \zeta^{\mathfrak{L}}(3) \otimes \zeta_{\mathcal{C}}^{\mathfrak{m}}(1,2,3,2,3) \\
& =-3 \zeta^{\mathfrak{L}}(3) \otimes \zeta_{\mathcal{C}}^{\mathfrak{m}}(1,3,3 \mid 0,2,0,0)+3 \zeta^{\mathfrak{L}}(3) \otimes \zeta_{\mathcal{C}}^{\mathfrak{m}}(1,3,3 \mid 0,1,1,0)
\end{aligned}
$$

To conclude $D_{3}$ vanishes, we need to use (a motivic version of) Conjecture-Example 2.6.17 to say each summand is 0 .
b) Moreover, trying to prove motivically that $\zeta_{\mathcal{C}}(1,3,3 \mid 0,2,0,0)=\zeta_{\mathcal{C}}(1,2,2,3,3)=0$ leads to the following computation (after replacing $\zeta^{\mathfrak{m}}(1,3)=\frac{1}{3} \zeta^{\mathfrak{m}}(2,2)$ ).

$$
\begin{aligned}
D_{7} \zeta_{\mathcal{C}}(1,3,3 \mid 0,2,0,0)=( & -5 \zeta^{\mathfrak{L}}(1,3,3)-\zeta^{\mathfrak{L}}(2,2,3)-\zeta^{\mathfrak{L}}(2,3,2)-2 \zeta^{\mathfrak{L}}(3,1,3)+ \\
& \left.-2 \zeta^{\mathfrak{L}}(3,2,2)-3 \zeta^{\mathfrak{L}}(2,1,1,3)\right) \otimes \zeta^{\mathfrak{m}}(2,2) .
\end{aligned}
$$

To conclude $D_{7}$ vanishes, we need to recognise the $\mathfrak{L}$ factor can be written

$$
=-\zeta^{\mathfrak{L}}(2) \zeta^{\mathfrak{L}}(2,3)-2 \zeta^{\mathfrak{L}}(2) \zeta^{\mathfrak{L}}(3,2)+2 \zeta^{\mathfrak{L}}(3) \zeta^{\mathfrak{L}}(2,2)
$$

This does now vanish because in the $\mathfrak{L}$ factor we work modulo products.

Finally, here is an example of cyclic insertion in a 'degenerate' case.

Conjecture-Example 2.6.20. Consider

$$
z=(-1)^{d} \zeta\left(3,(1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3,(1,2),\{2\}^{a}\right)
$$

where $d=11+3 a$ is the depth. The weight $t=22+6 a$ is even. Notice we have $(-1)^{d}=(-1)^{t / 2}$.
If we apply $\mathcal{C}$ in this case we obtain

$$
\begin{aligned}
\mathcal{C} z & =-(-1)^{d} \zeta\left((1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3,(1,2),\{2\}^{a},(1,2)\right) \\
\mathcal{C}^{2} z & =-(-1)^{d} \zeta\left(\{2\}^{a}, 3,3,(1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3\right)
\end{aligned}
$$

Then, surprisingly, we have $\mathcal{C}^{3} z=z$. So we have $\sum_{i=0}^{8} \mathcal{C}^{i} z=3 \sum_{i=0}^{2} \mathcal{C}^{i}$, and by dividing through we obtain the following conjectural identity

$$
\begin{aligned}
& \zeta\left(3,(1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3,(1,2),\{2\}^{a}\right)+ \\
& -\zeta\left((1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3,(1,2),\{2\}^{a},(1,2)\right)+ \\
& -\zeta\left(\{2\}^{a}, 3,3,(1,2),\{2\}^{a},(1,2), 1,3,\{2\}^{a}, 3,3\right) \\
& \stackrel{?}{=} \frac{3}{9} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
\end{aligned}
$$

One can check numerically this appears to be the case, to at least 5000 decimal places, for various small values of $a$.

### 2.7 Other motivically provable symmetrisations

The above framework shows that all cyclic insertion identities can be sufficienly symmetrised in order to obtain a motivically provable identity. The symmetrisation procedure above happens in a very particular way. This means that there are plenty of motivically provable identities which do hold, but fall outside the scope of this framework. In this section we will present some identities that can be motivically proven, but not using Theorem 2.5.4.

### 2.7.1 $\zeta_{\mathcal{C}}(1,3,3,(1,2) \mid 0,0,0,0, n)$

Theorem 2.7.1. The following identity, a cyclic insertion identity on the nose, can be motivically proven.

$$
\begin{aligned}
& \zeta_{\mathcal{C}}(1,3,3,(1,2) \mid 0,0,0,0, n) \\
& =\zeta(1,3,3,(1,2) \mid 0,0,0,0, n)+\zeta(3,(1,2), 1,3, \mid 0,0, n, 0,0)+ \\
& \quad-\zeta((1,2), 1,3,(1,2) \mid 0, n, 0,0,0)+\zeta((1,2), 1,3,3 \mid 0,0,0, n, 0)+ \\
& \quad-\zeta(3,1,3,3 \mid n, 0,0,0,0) \stackrel{1}{=} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

The identity would, a priori, fall into the symmetrisation given in Theorem 2.6.11, and include 6 times as many terms. But, by good fortune, this is not necessary.

Proof. This is a cyclic insertion conjecture identity. The generating MZV has depth $d=5+n$, and the weight $t=10+2 n$. Since $(-1)^{d}=(-1)^{t / 2}$, we expect the value to be $+\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$.

To really begin the proof, let's first write down the terms generated in this identity in their full form. We find

$$
\begin{aligned}
& \zeta\left(\{2\}^{n}, 1,3,3,1,2\right)+\zeta\left(3,1,2,1,\{2\}^{n}, 3\right)-\zeta\left(1,2,1,\{2\}^{n}, 3,1,2\right)+ \\
& +\zeta\left(1,2,1,3,3,\{2\}^{n}\right)-\zeta\left(3,\{2\}^{n}, 1,3,3\right) \stackrel{1}{=} \frac{\pi^{2 n+10}}{(2 n+11)!}
\end{aligned}
$$

Now we compute $D_{2 \ell+1}$ on each term of this identity.

## First term

The first term of this identity corresponds to the integral

$$
I^{\mathfrak{m}}\left(0(10)^{n} 1|10| 010|01| 101\right)=I^{\mathfrak{m}}\left((01)^{n+1} \| 10|010| 01 \mid 101\right)
$$

We distinguish subsequences (hence terms of $D_{k}$ ) by their location on the integral - either in the Left half before $\|$, in the Right half after it, or covering both halves. Since $k=2 \ell+1$ is necessarily odd, we will track the operator a term contributes to by $\ell$.

L: Any subsequence lying in the left half is automatically trivial because it starts and ends with the same symbol (remember $k$ is odd).
$\mathbf{R}$ : We can systematically list the terms by labelling the positions in the string

$$
I^{\mathfrak{m}}\left((01)^{n+1} \| \begin{array}{l}
12345678910 \\
1001001101
\end{array}\right)
$$

and looking for labels of the same parity which contain different letters. We find

$$
\begin{array}{rll}
1-5: & I^{\mathfrak{L}}(10010) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 1 \mid 001101\right) & \text { for } \ell=1 \\
1-9: & I^{\mathfrak{L}}(100100110) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 1 \mid 01\right) & \text { for } \ell=3 \\
2-8: & I^{\mathfrak{L}}(0010011) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 10 \mid 101\right) & \text { for } \ell=2 \\
2-10: & I^{\mathfrak{L}}(001001101) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 10 \mid 1\right) & \text { for } \ell=3 \\
3-7: & I^{\mathfrak{L}}(01001) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 100 \mid 1101\right) & \text { for } \ell=1 \\
6-10: & I^{\mathfrak{L}}(01101) \otimes I^{\mathfrak{m}}\left((01)^{n+1} 100100 \mid 1\right) & \text { for } \ell=1 \tag{1Rf}
\end{array}
$$

Notice that term 1Ra cancels with 1Re.
LR: By replicating the 01 pattern from the left hand side through into the right, we see that the only terms which can contribute are those with odd label and letter 1 , or those with even label and letter 0 . We find for $k=2 \ell+1$, the following possibilities

$$
\begin{array}{ll}
\text { end at } 1: & I^{\mathfrak{L}}\left(01(01)^{\ell} 1\right) \otimes I^{\mathfrak{m}}\left((01)^{n-\ell} 0 \mid 1001001101\right) \\
\text { for } 1 \leq \ell \leq n \\
\text { end at } 2: & I^{\mathfrak{L}}\left(1(01)^{\ell} 10\right) \otimes I^{\mathfrak{m}}\left((01)^{n-\ell} 01 \mid 001001101\right) \\
\text { for } 1 \leq \ell \leq n  \tag{1LRd}\\
\text { end at 6: } & I^{\mathfrak{L}}\left(1(01)^{\ell-2} 100100\right) \otimes I^{\mathfrak{m}}\left((01)^{n-\ell-2} 01 \mid 01101\right) \quad \text { for } 2 \leq \ell \leq n+2 \\
\text { end at } 7: & I^{\mathfrak{L}}\left(01(01)^{\ell-3} 1001001\right) \otimes I^{\mathfrak{m}}\left((01)^{n-\ell-3} 0 \mid 1101\right) \quad \text { for } 3 \leq \ell \leq n+3
\end{array}
$$

## Second Term

The integral is $I^{\mathfrak{m}}\left(01001101\left\|(10)^{n+1}\right\| 01\right)$. This time we have terms in the Middle of the two $\|$ 's. We get terms

L:

$$
\begin{array}{ll}
I^{\mathfrak{L}}(01001) \otimes I^{\mathfrak{m}}\left(01 \mid 101(10)^{n+1} 01\right) & \text { for } \ell=1 \\
I^{\mathfrak{L}}(01101) \otimes I^{\mathfrak{m}}\left(0100 \mid 1(10)^{n+1} 01\right) & \text { for } \ell=1 \tag{2Lb}
\end{array}
$$

M and R: None.

LM:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(01001101(10)^{\ell-3} 1\right) \otimes I^{\mathfrak{m}}\left(0 \mid 10(10)^{n-\ell+3} 01\right) & \text { for } 3 \leq \ell \leq n+3 \\
I^{\mathfrak{L}}\left(1001101(10)^{\ell-3} 10\right) \otimes I^{\mathfrak{m}}\left(01 \mid 0(10)^{n-\ell+3} 01\right) & \text { for } 3 \leq \ell \leq n+3 \\
I^{\mathfrak{L}}\left(001101(10)^{\ell-2} 1\right) \otimes I^{\mathfrak{m}}\left(010 \mid 10(10)^{n-\ell+2} 01\right) & \text { for } 2 \leq \ell \leq n+2  \tag{2LMc}\\
I^{\mathfrak{L}}\left(101(10)^{\ell-1} 10\right) \otimes I^{\mathfrak{m}}\left(010011 \mid 0(10)^{n-\ell+1} 01\right) & \text { for } 1 \leq \ell \leq n+1 \\
I^{\mathfrak{L}}\left(01(10)^{\ell} 1\right) \otimes I^{\mathfrak{m}}\left(0100110 \mid 10(10)^{n-\ell} 01\right) & \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(1(10)^{\ell} 10\right) \otimes I^{\mathfrak{m}}\left(01001101 \mid 0(10)^{n-\ell} 01\right) & \text { for } 1 \leq \ell \leq n
\end{array}
$$

MR:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(10(10)^{\ell} 0\right) \otimes I^{\mathfrak{m}}\left(01001101(10)^{n-\ell} 1 \mid 01\right) & \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(0(10)^{\ell} 01\right) \otimes I^{\mathfrak{m}}\left(01001101(10)^{n-\ell} 10 \mid 1\right) & \text { for } 1 \leq \ell \leq n
\end{array}
$$

LMR:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(01101(10)^{n+1} 01\right) \otimes I^{\mathfrak{m}}(0100 \mid 1) & \text { for } \ell=n+3 \\
I^{\mathfrak{L}}\left(1101(10)^{n+1} 0\right) \otimes I^{\mathfrak{m}}(01001 \mid 01) & \text { for } \ell=n+2
\end{array}
$$

## Third Term

The integral is $I^{\mathfrak{m}}\left(01101\left\|(10)^{n+1}\right\| 01101\right)$
L:

$$
\begin{equation*}
I^{\mathfrak{L}}(01101) \otimes I^{\mathfrak{m}}\left(0 \mid 1(10)^{n+1} 01101\right) \quad \text { for } \ell=1 \tag{3La}
\end{equation*}
$$

M: None.

R:

$$
\begin{equation*}
I^{\mathfrak{L}}(01101) \otimes I^{\mathfrak{m}}\left(01101(10)^{n+1} 0 \mid 1\right) \quad \text { for } \ell=1 \tag{3Ra}
\end{equation*}
$$

LM:

$$
\begin{align*}
& I^{\mathfrak{L}}\left(101(10)^{\ell-1} 10\right) \otimes I^{\mathfrak{m}}\left(011 \mid 0(10)^{n-\ell+1} 01101\right) \quad \text { for } 1 \leq \ell \leq n+1  \tag{3LMa}\\
& I^{\mathfrak{L}}\left(01(10)^{\ell} 1\right) \otimes I^{\mathfrak{m}}\left(0110 \mid 10(10)^{n-\ell} 01101\right) \quad \text { for } 1 \leq \ell \leq n  \tag{3LMb}\\
& I^{\mathfrak{L}}\left(1(10)^{\ell} 10\right) \otimes I^{\mathfrak{m}}\left(01101 \mid 0(10)^{n-\ell} 01101\right) \quad \text { for } 1 \leq \ell \leq n \tag{3LMc}
\end{align*}
$$

MR:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(10(10)^{\ell} 0\right) \otimes I^{\mathfrak{m}}\left(01101(10)^{n-\ell} 1 \mid 01101\right) & \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(0(10)^{\ell} 01\right) \otimes I^{\mathfrak{m}}\left(01101(10)^{n-\ell} 10 \mid 1101\right) & \text { for } 1 \leq \ell \leq n
\end{array}
$$

LMR:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(01101(10)^{n+1} 01\right) \otimes I^{\mathfrak{m}}(0 \mid 1101) & \text { for } \ell=n+3 \\
I^{\mathfrak{L}}\left(1101(10)^{n+1} 0\right) \otimes I^{\mathfrak{m}}(01 \mid 01101) & \text { for } \ell=n+2 \\
I^{\mathfrak{L}}\left(101(10)^{n+1} 0110\right) \otimes I^{\mathfrak{m}}(011 \mid 01) & \text { for } \ell=n+3 \\
I^{\mathfrak{L}}\left(01(10)^{n+1} 011\right) \otimes I^{\mathfrak{m}}(0110 \mid 101) & \text { for } \ell=n+2
\end{array}
$$

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(01(10)^{n+1} 01101\right) \otimes I^{\mathfrak{m}}(0110 \mid 1) & \text { for } \ell=n+3 \\
I^{\mathfrak{L}}\left(1(10)^{n+1} 0110\right) \otimes I^{\mathfrak{m}}(01101 \mid 01) & \text { for } \ell=n+2
\end{array}
$$

## Fourth term

The integral is $I^{\mathfrak{m}}\left(0110110010 \|(01)^{n+1}\right)$.

L:

$$
\begin{array}{ll}
I^{\mathfrak{L}}(01101) \otimes I^{\mathfrak{m}}\left(0 \mid 110010(01)^{n+1}\right) & \text { for } \ell=1 \\
I^{\mathfrak{L}}(011011001) \otimes I^{\mathfrak{m}}\left(0 \mid 10(01)^{n+1}\right) & \text { for } \ell=3 \\
I^{\mathfrak{L}}(1101100) \otimes I^{\mathfrak{m}}\left(01 \mid 010(01)^{n+1}\right) & \text { for } \ell=2 \\
I^{\mathfrak{L}}(110110010) \otimes I^{\mathfrak{m}}\left(01 \mid 0(01)^{n+1}\right) & \text { for } \ell=3 \\
I^{\mathfrak{L}}(10110) \otimes I^{\mathfrak{m}}\left(011 \mid 0010(01)^{n+1}\right) & \text { for } \ell=1 \\
I^{\mathfrak{L}}(10010) \otimes I^{\mathfrak{m}}\left(011011 \mid 0(01)^{n+1}\right) & \text { for } \ell=1 \tag{4Lf}
\end{array}
$$

Notice that term 4La cancels with 4Le.

$$
\begin{array}{lll}
\text { LR: } \quad & I^{\mathfrak{L}}\left(10110010(01)^{\ell-3} 0\right) \otimes I^{\mathfrak{m}}\left(011 \mid 01(01)^{n-\ell+3}\right) & \text { for } 3 \leq \ell \leq n+3 \\
& I^{\mathfrak{L}}\left(0110010(01)^{\ell-3} 01\right) \otimes I^{\mathfrak{m}}\left(0110 \mid 1(01)^{n-\ell+3}\right) & \text { for } 3 \leq \ell \leq n+3 \\
I^{\mathfrak{L}}\left(110010(01)^{\ell-2} 0\right) \otimes I^{\mathfrak{m}}\left(01101 \mid 01(01)^{n-\ell+2}\right) & \text { for } 2 \leq \ell \leq n+2 \\
I^{\mathfrak{L}}\left(010(01)^{\ell-1} 01\right) \otimes I^{\mathfrak{m}}\left(01101100 \mid 1(01)^{n-\ell+1}\right) & \text { for } 1 \leq \ell \leq n+1 \\
I^{\mathfrak{L}}\left(10(01)^{\ell} 0\right) \otimes I^{\mathfrak{m}}\left(011011001 \mid 01(01)^{n-\ell}\right) \quad \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(0(01)^{\ell} 01\right) \otimes I^{\mathfrak{m}}\left(0110110010 \mid 1(01)^{n-\ell}\right) \quad \text { for } 1 \leq \ell \leq n \tag{4LRf}
\end{array}
$$

## Fifth term

The integral is $\left.I^{\mathfrak{m}}\left(010\left\|(01)^{n+1}\right\| 1001001\right)\right)$.
R:

$$
\begin{array}{ll}
I^{\mathfrak{L}}(10010) \otimes I^{\mathfrak{m}}\left(010(01)^{n+1} 1 \mid 001\right) & \text { for } \ell=1 \\
I^{\mathfrak{L}}(01001) \otimes I^{\mathfrak{m}}\left(010(01)^{n+1} 100 \mid 1\right) & \text { for } \ell=1 \tag{5Rb}
\end{array}
$$

LM:

$$
\begin{aligned}
& I^{\mathfrak{L}}\left(010(01)^{\ell-1} 01\right) \otimes I^{\mathfrak{m}}\left(0 \mid 1(01)^{n+1-\ell} 1001001\right) \quad \text { for } 1 \leq \ell \leq n+1 \\
& I^{\mathfrak{L}}\left(10(01)^{\ell} 0\right) \otimes I^{\mathfrak{m}}\left(01 \mid 01(01)^{n-\ell} 1001001\right) \quad \text { for } 1 \leq \ell \leq n \\
& I^{\mathfrak{L}}\left(0(01)^{\ell} 01\right) \otimes I^{\mathfrak{m}}\left(010 \mid 1(01)^{n-\ell} 1001001\right) \quad \text { for } 1 \leq \ell \leq n
\end{aligned}
$$

MR:

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(01(01)^{\ell} 1\right) \otimes I^{\mathfrak{m}}\left(010(01)^{n-\ell} 0 \mid 1001001\right) & \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(1(01)^{\ell} 10\right) \otimes I^{\mathfrak{m}}\left(010(01)^{n-\ell} 01 \mid 001001\right) & \text { for } 1 \leq \ell \leq n \\
I^{\mathfrak{L}}\left(1(01)^{\ell-2} 100100\right) \otimes I^{\mathfrak{m}}\left(010(01)^{n-\ell+2} 01 \mid\right. & 01) \quad \text { for } 2 \leq \ell \leq n+2 \\
I^{\mathfrak{L}}\left(01(01)^{\ell-3} 1001001\right) \otimes I^{\mathfrak{m}}\left(010(01)^{n-\ell+3} 0 \mid 1\right) \quad \text { for } 3 \leq \ell \leq n+3
\end{array}
$$

LMR:

$$
\begin{equation*}
I^{\mathfrak{L}}\left(010(01)^{n+1} 1001\right) \otimes I^{\mathfrak{m}}(0 \mid 1001) \quad \text { for } \ell=n+3 \tag{5LMRa}
\end{equation*}
$$

$$
\begin{array}{ll}
I^{\mathfrak{L}}\left(10(01)^{n+1} 100\right) \otimes I^{\mathfrak{m}}(01 \mid 01001) & \text { for } \ell=n+2 \\
I^{\mathfrak{L}}\left(10(01)^{n+1} 10010\right) \otimes I^{\mathfrak{m}}(01 \mid 001) & \text { for } \ell=n+3 \\
I^{\mathfrak{L}}\left(0(01)^{n+1} 1001\right) \otimes I^{\mathfrak{m}}(010 \mid 1001) & \text { for } \ell=n+2 \tag{5LMRd}
\end{array}
$$

Now we attempt to see which terms cancel, and how they do so. The following series of lemmas identify the cancellation between all terms in $D_{<N}$.

Lemma 2.7.2. The remaining terms from 1Ra -1Rf cancel with those from 4La 4Lf , as follows

$$
\begin{aligned}
I^{\mathfrak{m}}\left((01)^{n+1} \| 10|010| 01 \mid 101\right) & \leftrightarrow I^{\mathfrak{m}}\left((01)^{n+1} \| 101|10| 010 \mid 01\right) \\
& =I^{\mathfrak{m}}\left(01|101| 10 \mid 010 \|(01)^{n+1}\right)
\end{aligned}
$$

Lemma 2.7.3. The terms from 1LRa -1LRb cancel with the terms from $2 \mathrm{MRa}-2 \mathrm{MRb}$, as follows

$$
\begin{aligned}
I^{\mathfrak{m}}\left((01)^{n+1} \| 10|010| 01 \mid 101\right) & \leftrightarrow I^{\mathfrak{m}\left(01\left\|(10)^{n+1}\right\| 010|01| 101\right)} \\
& =I^{\mathfrak{m}}\left(010|01| 101\left\|(10)^{n+1}\right\| 01\right)
\end{aligned}
$$

Lemma 2.7.4. The terms 1LRc -1LRd cancels with the terms 5MRc (5MRd, as follows

$$
\begin{aligned}
I^{\mathfrak{m}}\left((01)^{n+1}| | 10|010| 01 \mid 101\right) & \leftrightarrow I^{\mathfrak{m}}\left(01|101| 10\left\|(01)^{n+1}\right\| 101\right) \\
& =I^{\mathfrak{m}}\left(010\left\|(01)^{n+1}\right\| 10|010| 01\right)
\end{aligned}
$$

Lemma 2.7.5. The terms 2La cancel with 3Ra, and 2Lb cancel with 3La via

$$
I^{\mathfrak{m}}\left({ }^{(010|01|} \mid 101\left\|(10)^{n+1}\right\| 01\right) \leftrightarrow I^{\mathfrak{m}}\left(01|101|\left|(10)^{n+1}\right||01| 101\right),
$$

and

$$
I^{\mathfrak{m}}\left(010|01| 101\left\|(10)^{n+1}\right\| 01\right) \leftrightarrow I^{\mathfrak{m}}\left(01\left|101\left\|(10)^{n+1}\right\| 01\right| 101\right) .
$$

Lemma 2.7.6. The terms 2LMa-2LMc cancel with 4LRa -4LRc via

$$
\begin{aligned}
I^{\mathfrak{m}}\left(\begin{array}{|c||c||c|}
010|01| 10)^{n+1}
\end{array} \| 01\right) & \leftrightarrow I^{\mathfrak{m}\left((01)^{n+1}| | 101|10| 010 \mid 01\right)} \\
& =I^{\mathfrak{m}}\left(01|101| 10 \mid 010 \|(01)^{n+1}\right)
\end{aligned}
$$

Lemma 2.7.7. The terms 2LMd -2LMf) cancel with 3LMa -3LMc) via

$$
\begin{aligned}
I^{\mathfrak{m}}\left(010|01| 101\left\|(10)^{n+1}\right\| 01\right) & \leftrightarrow I^{\mathfrak{m}}\left(010\left|01\left\|(10)^{n+1}\right\| 010\right| 01\right) \\
& =I^{\mathfrak{m}}\left(01\left|101\left\|(10)^{n+1}\right\| 01\right| 101\right)
\end{aligned}
$$

Lemma 2.7.8. The terms 4LRd-4LRf) cancel with 5LMa-5LMc via

$$
I^{\mathfrak{m}}\left(01|101| 10 \mid 010 \|(01)^{n+1} \leftrightarrow I^{\mathfrak{m}}\left(01|101| 10\left\|(01)^{n+1}\right\|{ }^{101}\right)\right.
$$

$$
=I^{\mathfrak{m}}\left(\left.\begin{array}{|c||}
010
\end{array}\left|(01)^{n+1} \| 10\right| 010 \right\rvert\, 01\right) .
$$

Lemma 2.7.9. The terms 3MRa -3MRb cancel with 5MRa -5MRb via

$$
\begin{aligned}
I^{\mathrm{m}}(01|01| \mid \underbrace{(10)^{n+1}| | 01 \mid} 101) & \leftrightarrow I^{\mathrm{m}}(01|101| \underbrace{10 \|(01)^{n+1}}| | 101) \\
& =I^{\mathrm{m}}(010 \| \underbrace{\left.(01)^{n+1}| | 10|010| 01\right)} .
\end{aligned}
$$

Lemma 2.7.10. The terms 2LMRa)-(2LMRb) cancel with 3LMRa)-(3LMRb) via

$$
\begin{aligned}
I^{\mathfrak{m}}\left(010|01| 101\left\|(10)^{n+1}\right\| 01\right) & \leftrightarrow I^{\mathfrak{m}}\left(010\left|01\left\|(10)^{n+1}\right\| 010\right| 01\right) \\
& =I^{\mathfrak{m}}\left(01\left|101\left\|(10)^{n+1}\right\| 01\right| 101\right)
\end{aligned}
$$

Lemma 2.7.11. The terms (3LMRc)-(3LMRf) cancel with (5LMRa)-5LMRb via

$$
\begin{aligned}
I^{\mathfrak{m}}\left(01\left|101\left\|(10)^{n+1}\right\| 01\right| 101\right) & \leftrightarrow I^{\mathfrak{m}}\left(01|101| 10\left\|(01)^{n+1}\right\| 101\right) \\
& =I^{\mathfrak{m}}\left(010\left\|(01)^{n+1}\right\| 10|010| 01\right)
\end{aligned}
$$

These lemmas show that all the terms in $D_{<N}$ cancel. So using Brown's characterisation of ker $D_{<N}$ in Theorem 1.2.15 we conclude that this combination is a rational multiple of $\pi^{\mathrm{wt}}$, as claimed.

Remark 2.7.12. Alongside the usual reflection of blocks, this cancellation could be seen to involve a kind of 'splice' operation where a substring is cut out from one place, and stitched into a different place. This occurs in Lemma 2.7.5 It also involves a kind of 'extended reflection'. For example in cancelling 1Ra with 1Re, the subsequence lies over blocks 2 and 3 , but the cancellation occurs by reflecting blocks 2,3 and 4 .

### 2.7.2 $\sum_{\text {weak compositions }} \zeta_{\mathcal{C}}\left(1,3,3,3, \mid a_{1}, \ldots, a_{5}\right)$

We can give a different symmetrisation of the $\zeta_{\mathcal{C}}\left(1,3,3,3 \mid a_{1}, \ldots, a_{5}\right)$ identity from Theorem 2.6.11 This symmetrisation is very reminiscent of the Bowman-Bradley theorem from BB02 Theorem 2.1.7 above), involving a sum over all weak compositions. (Recall, weak compositions are compositions $\sum_{i} a_{i}=m$, where parts $a_{i}=0$ are allowed).

Theorem 2.7.13. The following identity is motivically provable

$$
\sum_{\substack{a_{1}+\cdots+a_{5}=m \\ a_{i} \geq 0}} \zeta_{\mathcal{C}}\left(1,3,3,3 \mid a_{1}, \ldots, a_{5}\right) \stackrel{1}{=}-\binom{5+m}{m} \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!} .
$$

Proof sketch. Firstly, it is a standard result that there are $\binom{5+m}{m}$ weak compositions of $m$ into 5 parts. Since the generating MZV has depth $4+\sum a_{i}$, and weight $t=10+2 \sum_{i} a_{i}$, we have $(-1)^{d}=-(-1)^{t / 2}$, we expect each cyclic insertion identity to contribute $-\frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}$.

Now we need to show all the terms in $D_{<N}$ cancel. We will only sketch the ideas for this proof, without making all of the details precise.

We have five types of terms with the corresponding integrals (up to $\pm$ )

$$
\begin{align*}
\zeta(1,3,3,3 \mid a, b, c, d, e) & =I\left((01)^{a+1}(10)^{b+1}(01)^{c+1} 00(10)^{d+1}(01)^{e+1}\right)  \tag{Type1}\\
\zeta(3,3,1,3 \mid a, b, c, d, e) & =I\left((01)^{a+1} \boxed{00}(10)^{b+1}(01)^{c+1}(10)^{d+1}(01)^{e+1}\right)  \tag{Type2}\\
-\zeta(3,1,3,(1,2) \mid a, b, c, d, e) & =I\left(0(10)^{a+1}(01)^{b+1}(10)^{c+1}(01)^{d+1}(10)^{e+1} 1\right.  \tag{Type3}\\
\zeta(1,3,(1,2),(1,2) \mid a, b, c, d, e) & =I\left((01)^{a+1}(10)^{b+1}(01)^{c+1}(10)^{d+1} \boxed{11}(01)^{e+1}\right)  \tag{Type4}\\
\zeta((1,2),(1,2), 1,3 \mid a, b, c, d, e) & =I\left((01)^{a+1}(10)^{b+1} 11(01)^{c+1}(10)^{d+1}(01)^{e+1}\right) . \tag{Type5}
\end{align*}
$$

Any subsequence which does not intersect 00 , and does not intersect 11 , can be made to cancel by reflecting the blocks which contain the subsequence. For Type 1, this entails

$$
I(\overbrace{(01)^{a+1}(10)^{b+1}}^{\text {reflect }}(01)^{c+1} \boxed{00}(10)^{d+1}(01)^{e+1}) \leftrightarrow I\left((01)^{b+1}(10)^{a+1}(01)^{c+1} 00(10)^{d+1}(01)^{e+1}\right) .
$$

Notice that the cancellation happens within an integral of the same type, with some permutation of the lengths $a_{i}$. The sum over all weak compositions includes all permutations of the individual $a_{i}$, so this cancellation is okay.

In integrals of Type 1), Type 2, Type 4) or Type 5, any subsequence which crosses 00 or 11 and ends away from it can be made to cancel by reflecting the containing blocks. In this case, some integrals of Type 1 cancel with integrals of Type 2, with some permutation of the $a_{i}$, as follows

$$
I(\overbrace{(01)^{a+1}(10)^{b+1}(01)^{c+1} \boxed{00}(10)^{d+1}}^{\text {reflect }}(01)^{e+1}) \leftrightarrow I((01)^{d+1} \underbrace{\text {. }}_{\left.00(10)^{c+1}(01)^{b+1}(10)^{a+1}(01)^{e+1}\right) . . ~} \text {. }
$$

However, other integrals of Type 1 cancel with further integrals of Type 1), and some permutation of the $a_{i}$. Namely

$$
I((01)^{a+1}(10)^{b+1} \overbrace{(01)^{c+1} \underbrace{00}(10)^{d+1}}^{\text {reflect }}(01)^{e+1}) \leftrightarrow I\left((01)^{a+1}(10)^{b+1}(01)^{d+1} 00(10)^{c+1}(01)^{e+1}\right) .
$$

Similarly, integrals of Type 4 and Type 5 cancel, by duality. The sum over all weak compositions includes all permutations of the individual $a_{i}$, so this cancellation is okay.

If a subsequence ends at the end of 00 , or starts at the start of 00 , then it can be made to cancel by reflecting the blocks containing the subsequence. For example

$$
I((01)^{a+1}(10)^{b+1} \overbrace{(01)^{c+1} \boxed{00}(10)^{d+1}}^{\text {reflect }}(01)^{e+1}) \leftrightarrow I((01)^{a+1}(10)^{b+1}(01)^{d+1} \underbrace{}_{00}(10)^{c+1}(01)^{e+1})
$$

shows how some Type 1 integrals cancel with other Type 1 integrals, for some permutation of the $a_{i}$. This example

$$
I(\overbrace{(01)^{a+1}(10)^{b+1}(01)^{c+1} \boxed{00}(10)^{d+1}}^{\text {reflect }}(01)^{e+1}) \leftrightarrow I((01)^{d+1} \overbrace{00}(10)^{c+1}(01)^{b+1}(10)^{a+1}(01)^{e+1})
$$

shows how some Type 1 integrals cancel with Type 2 integrals, for some permutation of the $a_{i}$. An
analogous cancellation holds for Type 4 and Type 5 integrals by duality.
So far all of the cancellation has happened by using the usual technique of reflecting the blocks containing the subsequence. Unfortunately, this cannot be used to cancel the last remaining subsequences. The remaining subsequences we must consider begin, or end, at the midpoint of 00 or 11 . They may also go to the end points of the Type 3 integral.

We can cancel these subsequences on Type 2 and Type 3 integrals, with some permutation of the $a_{i}$ as follows

$$
I((01)^{a+1} \sqrt{0} \overbrace{\boxed{0}(10)^{b+1}(01)^{c+1}(10)^{d+1}(01)^{e+1}}^{\text {reflect }}) \leftrightarrow I(\overbrace{0}(10)^{a+1}(01)^{e+1}(10)^{d+1}(01)^{c+1}(10)^{b+1} \boxed{1}) .
$$

And by duality, these subsequences on Type 4 and Type 3, with some permutation of the $a_{i}$ will also cancel.

Attempting to cancel by reflecting the blocks for the subsequence

$$
I((01)^{a+1} \overbrace{(10)^{b+1}(01)^{c+1} \boxed{0}}^{\text {reflect }}[0](10)^{d+1}(01)^{e+1})
$$

leads to the subsequence

$$
I\left((01)^{a+1} \boxed{1}(01)^{c+1}(10)^{b+1} \boxed{0}(10)^{d+1}(01)^{e+1}\right)
$$

But this is not an integral of Type 1 Type 5, since the odd length blocks are no longer consecutive! Instead, we may cancel the subsequences on Type 1) integrals as follows

$$
\begin{aligned}
& I((01)^{a+1}(10)^{b^{\prime}} \overbrace{\overbrace{(10)^{b^{\prime \prime}}(01)^{c+1} \sqrt[0]{0}(10)^{d+1}(01)}^{\text {reflect }}(01)^{e})}^{\imath} \text {, reflect } \\
& I((01)^{a+1}(10)^{b^{b^{\prime}}} \overbrace{\overbrace{(10)(01)^{d+1}[0]}^{0}(10)^{c+1}(01)^{b^{\prime}}}^{\text {ren }}(01)^{e}) .
\end{aligned}
$$

In this case an integral of Type 1) with lengths $a_{i}$ given by ( $a, b, c, d, e$ ), cancels with an integral Type 1 with lengths $a_{i}$ given by $\left(a, b^{\prime}, d, c, b^{\prime \prime}+e-1\right.$ ), where $b^{\prime}+b^{\prime \prime}=b+1$. These are two different compositions, which are not just related by a permutation. A similar cancellation happens with Type 5 integrals, by duality. By summing over all weak compositions of the parameters $a_{i}$, we can guarantee that this cancellation is okay.

Therefore, if we sum over all weak compositions of the parameters $a_{i}$, we deduce that all terms in $D_{<N}$ cancel. By Brown's characerisation of $\operatorname{ker} D_{<N}$, from Theorem 1.2.15 we have that this sum is in $\pi^{\mathrm{wt}} \mathbb{Q}$.

Remark 2.7.14. More generally it appears that

$$
\sum_{\substack{a_{1}+\cdots+a_{2 n+3}=m \\ a_{i} \geq 0}} \zeta_{\mathcal{C}}\left(\{1,3\}^{n}, 3,3 \mid a_{1}, \ldots, a_{2 n+3}\right) \in \pi^{\mathrm{wt}} \mathbb{Q}
$$

is motivically provable. The proof should be obtained by appropriately generalising the above proof. It appears that one can also give other curious motivically provable symmetrisations for the $\zeta_{\mathcal{C}}(1,3,3,3 \mid$ $0,0,0,0, n)$ identity, and others of a similar form. These symmerisations involve a sum taken over a very specific lists of compositions. One example of this is the following.

$$
\begin{aligned}
& \zeta_{\mathcal{C}}(1,3,3,3 \mid 0,0,0,0, n)+\zeta_{\mathcal{C}}(1,3,3,3 \mid 0,0,0, n, 0)+ \\
& \quad+\sum_{i=1}^{n-2} \zeta_{\mathcal{C}}(1,3,3,3 \mid 0,0, i, 0, n-i)+ \\
& \quad+\zeta_{\mathcal{C}}(1,3,3,3 \mid 0,1,0, n-1,0) \stackrel{1}{=}(n+1) \frac{\pi^{\mathrm{wt}}}{(\mathrm{wt}+1)!}
\end{aligned}
$$

I do not yet know how this fits into the above framework of generating motivically provable identities, but it suggests that there may be more general ways to cancel terms in $D_{<N}$.

Remark 2.7.15. By incorporating the new types of cancellation introduced in the above proof, and any types of cancellation arising from the above remark, it may be possible to obtain a more general framework for proving motivic identities and generalising Theorem 2.3.8.

### 2.8 Numerically found block relations, and ranks of relations

In this final section, we would like to mention a number of numerically found identities which can be expressed rather neatly using the block decomposition. This is very much in the spirit of the original cyclic insertion conjecture paper BBBL98. We will also indicate what fraction of the MZV relations are obtained by these identities and the cyclic insertion identities.

### 2.8.1 Other block relations

Notation 2.8.1. We will use the notation $\operatorname{Alt}_{\left\{x_{1}, \ldots, x_{n}\right\}}$ to mean the signed sum over all permutation of the variables $x_{i}$. That is

$$
\operatorname{Alt}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)
$$

In Section 7.2 of the paper BBBL98], the authors mention that the following identity, distinct from the cyclic insertion conjecture, appears to hold.

$$
\operatorname{Alt}_{\left\{a_{1}, a_{3}, a_{5}\right\}} \zeta\left(1,3,1,3 \mid a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right) \stackrel{?}{=} 0
$$

What is not to be remarked on, is that this identity appears to readily generalise to the following

$$
\begin{equation*}
\operatorname{Alt}_{\left\{a_{i} \mid i \text { odd }\right\}} \zeta\left(\{1,3\}^{n} \mid a_{1}, \ldots, a_{2 n+1}\right) \stackrel{?}{=} 0 \tag{2.8.1}
\end{equation*}
$$

We can try to convert these to block decompositions. In this case, Equation 2.8.1 reads

$$
\operatorname{Alt}_{\left\{a_{i} \mid i \text { odd }\right\}} I_{\mathrm{bl}}\left(2 a_{1}+2,2 a_{2}+2, \ldots, 2 a_{2 n+1}+2\right) \stackrel{?}{=} 0
$$

From here it is not too much of a leap to see if arbitrary block lengths work. Indeed we get
Conjecture 2.8.2 (Alternating odd position blocks). Let $I_{\mathrm{bl}}\left(\ell_{1}, \ldots, \ell_{2 n+1}\right)$ be a block decomposition of an even weight integral with $>1$ block. We have

$$
\operatorname{Alt}_{\left\{\ell_{i} \mid i \text { odd }\right\}} I_{\mathrm{bl}}\left(\ell_{1}, \ldots, \ell_{2 n+1}\right) \stackrel{?}{=} 0
$$

Conjecture-Example 2.8.3. Consider applying Conjecture 2.8.2 to

$$
\begin{aligned}
z & =\zeta\left(\{3\}^{2 n-1},(1,2) \mid a_{1}, \ldots, a_{2 n+1}\right) \\
& = \pm I_{\mathrm{bl}}\left(2 a_{1}+3,2 a_{2}+3, \ldots, 2 a_{2 n-2}+3,2 a_{2 n}+2,2 a_{2 n+1}+3\right)
\end{aligned}
$$

The only even block length $2 a_{2 n}+2$ occurs in position $2 n$. Since the sum is taken over permutations of the odd positions, this length is unchanged. Therefore every permutation in the sum expresses the same type of MZV as $z$.

We obtain

$$
\operatorname{Alt}_{\left\{a_{i} \mid i \text { odd }\right\}} \zeta\left(\{3\}^{2 n-1},(1,2) \mid a_{1}, \ldots, a_{2 n+1}\right) \stackrel{?}{=} 0
$$

This can be numerically verified in various cases.
Remark 2.8.4. Various other relations appear to hold, which can be described using the block decomposition. For example

$$
\operatorname{Alt}_{\left\{a_{1}, a_{2}, a_{3}\right\}} \sum_{C_{7}} I_{\mathrm{bl}}\left(1,1, a_{1}, 1, a_{2}, n, a_{3}\right) \stackrel{?}{=} 0
$$

Notice the inner sum looks like a cyclic insertion sum. However, since there are two consecutive blocks $\ell_{1}=\ell_{2}=1$, Conjecture 2.5.1 does not apply.

Currently these relations are not well structured, having been found in a very ad-hoc manner. Further investigation may identify larger patterns, and a more overarching structure.

Remark 2.8.5. Notice that in the case of 3 blocks, Conjecture 2.8.2 simply expresses the duality of iterated integrals, as explained in Remark 2.2.16

### 2.8.2 Ranks of relations

Finally, it is worth considering what fraction of MZV relations we get from these identities: the cyclic insertion identities Conjecture 2.5.1, the symmetric insertion identities Theorem 2.5.4, and even the alternating sum identities Conjecture 2.8.2.

Symmetric and Cyclic: Consider weight $t$, and furthermore assume $t$ is even. We first consider how to obtain equations from cyclic and symmetric insertion, which are not trivially linearly dependent.

Let $c=\left[\ell_{1}, \ldots, \ell_{2 n+1}\right]$ be a composition of $t$ into an odd number $>1$ of parts, with each part $\ell_{i} \geq 1$. Since the composition with 1 part gives a tautologically true identity, we ignore it.

If $c$ contains no consecutive $\ell_{i}=\ell_{i+1}$, then $c$ gives rise to a cyclic insertion identity. If $c$ does not contain two length one blocks $\ell_{i}=\ell_{j}=1$, then the sum over all permutations is redundant because it breaks up into cyclic insertion sums. Otherwise, some permutation of contains a consecutive $\ell_{i}=\ell_{i+1}$ and cyclic insertion doesn't apply, so we should also compute the symmetric sum for $c$.

| Weight | Number of <br> cyclic | Number of <br> symmetric | Rank of cyclic and <br> symmetric | Expected number of <br> relations $2^{k-2}-d_{k}$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 3 | 2 | 3 | 3 |
| 6 | 7 | 5 | 11 | 14 |
| 8 | 22 | 10 | 31 | 60 |
| 10 | 62 | 20 | 81 | 249 |
| 12 | 181 | 37 | 217 | 1012 |
| 14 | 535 | 1614 | 113 | 1726 |

From the table it appears the rank of the cyclic and symmetric relations is simply

$$
\operatorname{rank}(\text { cyclic and symmetric })=\# \text { cyclic }+\# \text { symmetric }-1
$$

Unless this is prevented by the total number of relations $2^{k-2}-d_{k}$

Alternating: We now consider how to obtain non-trivial equations from the alternating sum identities, Conjecture 2.8.2 We will restrict ourselves to identities from $>3$ blocks. The conjecture does not apply in the case of 1 block, and in the case of 3 blocks it is simply the duality relation.

If any of the odd positions in the composition $c$ are repeated, then the terms in the alternating sum identity will trivially cancel to 0 . This is because a transposition of these blocks changes the sign of the summand. Therefore discount these compositions from the list.

| Weight | Number of <br> alternating | Rank of alternating | Expected number of <br> relations $2^{k-2}-d_{k}$ |
| :--- | :--- | :--- | :--- |
| 4 | 0 | 0 | 3 |
| 6 | 1 | 1 | 14 |
| 8 | 7 | 7 | 60 |
| 10 | 25 | 25 | 249 |
| 12 | 68 | 68 | 1012 |
| 14 | 161 | 161 | 4075 |
| 16 | 351 | 351 | 16347 |

From the table it appears that the alternating relations are always linearly independent.

Both and duality: Lastly, we consider how these sets of relations interact, and how many new relations they give on top of the duality of MZV's.

| Weight | Rank of alternating, <br> cyclic and symmetric | Rank of Duality | Rank of duality, <br> alternating, cyclic <br> and symmetric | Expected number of <br> relations $2^{k-2}-d_{k}$ |
| :--- | :--- | :--- | :--- | :--- |
| 4 | 3 | 1 | 3 | 3 |
| 6 | 12 | 6 | 13 | 14 |
| 8 | 38 | 28 | 50 | 60 |
| 10 | 105 | 120 | 651 | 249 |
| 12 | 282 | 296 | 2436 | 1012 |
| 14 | 755 | 8128 | 9247 | 4075 |
| 16 | 2066 |  |  | 16347 |

On top of duality, the relations given by the cyclic, symmetric and alternating sum do not add a significant number of new relations. By themselves, the cyclic, symmetric and alternating sum relations appear to be largely independent, and do produce plenty of relations. The discovery of further families of block relations, as mentioned above, may help close the gap with the expected number of relations on MZV's.

## Chapter 3

## Multiple polylogarithms, the coproduct and the symbol

In this chapter we review the definitions and theory surrounding polylogarithms and multiple polylogarithms (MPL's). The definition (Definition 3.1.1) of the polylogarithm $\operatorname{Li}_{n}(x)$ is motivated by generalising the Taylor series of $-\log (1-x)$. By considering products of polylogarithms, we are lead naturally to multiple polylogarithms (Definition 3.1.2), and then see how to write MPL's as iterated integrals Theorem 3.1.5). Some reasons for interest in MPL's are discussed, particularly the existence of functional equations Section 3.2 for $\operatorname{Li}_{n}(x)$ which play an important role in $K$-theory and particle physics calculations.

Next we introduce the symbol of an MPL Section 3.3). This is an algebraic object which contains information about the analytic and differential properties of an MPL, and is an important tool for finding both functional equations and relations between MPL's. We review Goncharov's tree definition Section 3.3.1) of the symbol (called the $\otimes^{m}$-invariant, Definition 3.3.4), and see the connection with iterating the coproduct Section 3.3.2 on his Hopf algebra of motivic iterated integrals. We also look at the differential interpretation (Section 3.3.3) of the symbol, and its connection with the differential forms appearing in iterated integrals. We also review Gangl, Goncharov and Levine's polygon algebra and Rhodes's hook-arrow trees Section 3.3.4, and their connection with the symbol. We also mention the Mathematica implementation in Duhr's PolylogTools package PT .

Finally we consider the different 'levels' of information which can be extracted from the symbol by looking modulo products (Section 3.4.1), or looking modulo products and depth 1 terms ("modulo $\delta$ " Section 3.4.2. We see also that Nielsen polylogarithms provide an 'obstruction' to the rule of thumb that a symbol vanishing modulo $\delta$ can be written in terms of $\mathrm{Li}_{n}$ 's Section 3.4.2.1.

### 3.1 Definition of polylogarithms and multiple polylogarithms

The $s$-th polylogarithm function is a generalisation of the usual logarithm function $\log (z)$, motivated by considering the Taylor series of $-\log (1-z)$.

The Taylor series of $-\log (1-z)$ is

$$
-\log (1-z)=\sum_{n=1}^{\infty} \frac{z^{n}}{n}
$$

The exponent of $n$ in the denominator is $n^{1}$, so we make the following generalisation to define the polylogarithms as first done by Leibniz Lei55.

Definition 3.1.1 (Polylogarithm). For $s \in \mathbb{Z}_{>0}$, the $s$-th polylogarithm function $\operatorname{Li}_{s}(z)$ is defined by the following Taylor series

$$
\mathrm{Li}_{s}(z):=\sum_{n=1}^{\infty} \frac{z^{n}}{n^{s}} \quad,|z|<1
$$

By taking $s=1$, we find that

$$
\operatorname{Li}_{1}(z)=-\log (1-z)
$$

so we recover the usual logarithm, and $\mathrm{Li}_{s}(z)$ genuinely does generalise it.
By computing the derivative of $\mathrm{Li}_{s}(z)$, one finds

$$
\frac{\mathrm{d}}{\mathrm{~d} z} \mathrm{Li}_{s}(z)=\mathrm{Li}_{s-1}(z)
$$

so one can analytically continue $\operatorname{Li}_{s}(z)$ to the cut complex plane $\mathbb{C} \backslash[1, \infty)$ by the following integral

$$
\operatorname{Li}_{s}(z)=\int_{0}^{z} \operatorname{Li}_{s-1}(t) \frac{\mathrm{d} t}{t}
$$

In the same way that multiple zeta values can be motivated by considering products of Riemann zeta values (see Section 1.1.1), one can motivate and define a multiple polylogarithm as in Gon95b. Henceforth "multiple polylogarithm" may be abbreviated as MPL.

Definition 3.1.2 (Multiple polylogarithm). Let $s_{i} \in \mathbb{Z}_{>0}$, then the multiple polylogarithm function $\mathrm{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$ is defined by the following series

$$
\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right):=\sum_{0<n_{1}<n_{2}<\cdots<n_{k}} \frac{z_{1}^{n_{1}} \cdots z_{k}^{n_{k}}}{n_{1}^{s_{1}} \cdots n_{k}^{s_{k}}}
$$

For example, by considering the product $\operatorname{Li}_{s}(x) \operatorname{Li}_{t}(y)$, we obtain

$$
\operatorname{Li}_{s}(x) \mathrm{Li}_{t}(y)=\sum_{n, m=1}^{\infty} \frac{x^{n} y^{m}}{n^{s} m^{t}}
$$

We can then break the sum over $n, m=1$ to $\infty$ into $n<m, n=m$, and $n>m$, to get

$$
\begin{aligned}
& =\left(\sum_{n<m}+\sum_{n=m}+\sum_{n>m}\right) \frac{x^{n} y^{m}}{n^{s} m^{t}} \\
& =\mathrm{Li}_{s, t}(x, y)+\mathrm{Li}_{s+t}(x y)+\mathrm{Li}_{t, s}(y, x) .
\end{aligned}
$$

This is an example of the stuffle product on MPL's, which should be compared with the analogous construction on MZV's in Section 1.1.4.3

Moreover, by taking $z_{i}=1$ in the MPL $\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$ we find that

$$
\operatorname{Li}_{s_{1}, \ldots, s_{k}}(1, \ldots, 1)=\zeta\left(s_{1}, \ldots, s_{k}\right)
$$

Therefore, the multiple zeta values of Chapter 1 can be viewed as special values of MPL's, as claimed. The notions of depth and weight have analogues for MPL's.

Definition 3.1.3 (MPL weight, MPL depth). Given a MPL $\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$, we make the following definitions.

- The sum of the indices $s_{1}+\cdots+s_{k}$ is called the weight of $\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$.
- The number $k$ of its indices is called the depth of $\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$.


### 3.1.1 Multiple polylogarithms as iterated integrals

One viewpoint that we will make continual use of in the rest of this thesis is the equivalence between multiple polylogarithms and certain iterated integrals. Recall the definition of an iterated integral from Definition 1.1.10 in Section 1.1.3

The iterated integral

$$
I_{\gamma}\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)=\int_{\gamma} \omega\left(x_{1}\right) \circ \cdots \circ \omega\left(x_{m}\right)
$$

$\gamma$ a path from $x_{0}$ to $x_{m+1}$, is sometimes referred to as a multiple logarithm Gon98. It can also called a hyperlogarithm [p. 8, Gon01], having been considered by under this name by Kummer Kum40, Lappo-Danilevsky LD28, and Poincaré (but as an analytic functions of the upper limit $x_{m+1}$ only, in the case where $x_{0}=0$ ). Here they are considered as multivalued anlaytic functions of $x_{0}, \ldots, x_{m+1}$. Goncharov Gon98 gives the following definition of a 'multiple polylogarithm' in terms of the above iterated integral.

Definition 3.1.4 (Goncharov multiple polylogarithm). Let $s_{i} \in \mathbb{Z}_{>0}$, then the multiple polylogarithm $I_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$ is defined by

$$
I_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right):=I\left(0 ; x_{1},\{0\}^{s_{1}-1}, \ldots, x_{k},\{0\}^{s_{k}-1} ; 1\right)
$$

Goncharov's choice to name this $I_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)$ a multiple polylogarithm is justified. The functions $I_{s_{1}, \ldots, s_{k}}$ and $\mathrm{Li}_{s_{1}, \ldots, s_{k}}$ are closely related by the following theorem.

Theorem 3.1.5 (Goncharov, Theorem 2.2 in Gon01). Suppose $\left|z_{i}\right|<1$, for all $z_{i}$. The functions $\mathrm{Li}_{s_{1}, \ldots, s_{k}}$ and $I_{s_{1}, \ldots, s_{k}}$ are related as follows.

$$
\operatorname{Li}_{s_{1}, \ldots, s_{k}}\left(z_{1}, \ldots, z_{k}\right)=(-1)^{k} I_{s_{1}, \ldots, s_{k}}\left(\frac{1}{z_{1} \cdots z_{k}}, \frac{1}{z_{2} \cdots z_{k}}, \ldots, \frac{1}{z_{k}}\right)
$$

Proof sketch: For simplicity, Goncharov restricts to the case $k=2$. This makes the idea of the proof clear, without getting bogged down when keeping track of all of the details for higher depth. Rhodes gives a version of this proof with more details than Goncharov in Rho12.

In the case $k=2$, the integral is

$$
\begin{align*}
(-1)^{2} \int_{0 \leq t_{1} \leq \cdots \leq t_{s_{1}+s_{2}} \leq 1} & \frac{\mathrm{~d} t_{1}}{t_{1}-\frac{1}{x_{1} x_{2}}} \wedge \frac{\mathrm{~d} t_{2}}{t_{2}}  \tag{3.1.1}\\
& \wedge \frac{\mathrm{~d} t_{s_{1}+1}}{t_{s_{1}+1}-\frac{1}{x_{2}}}
\end{align*} \frac{\mathrm{~d} t_{s_{1}}}{t_{s_{1}}} \wedge, t_{s_{s_{1}+2}}^{t_{s_{1}+2}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{s_{1}+s_{2}}}{t_{s_{1}+s_{2}}}, ~ l
$$

and Goncharov claims this is equal to

$$
\operatorname{Li}_{s_{1}, s_{2}}\left(x_{1}, x_{2}\right)=\sum_{0<n_{1}<n_{2}} \frac{x_{1}^{n_{1}} x_{1}^{n_{2}}}{n_{1}^{s_{1}} n_{2}^{s_{2}}}
$$

We can develop

$$
\frac{\mathrm{d} t_{1}}{t_{1}-\frac{1}{x_{1} x_{2}}}
$$

as a geometric series. We obtain

$$
\begin{aligned}
& =-\left(x_{1} x_{2}\right) \frac{\mathrm{d} t_{1}}{1-t_{1} x_{1} x_{2}} \\
& =-\left(x_{1} x_{2}\right) \mathrm{d} t_{1} \sum_{i=0}^{\infty}\left(t_{1} x_{1} x_{2}\right)^{i} \\
& =-\frac{\mathrm{d} t_{1}}{t_{1}} \sum_{i=1}^{\infty}\left(t_{1} x_{1} x_{2}\right)^{i} .
\end{aligned}
$$

Plugging this, and the corresponding result for $\frac{\mathrm{d} t_{s_{1}+1}}{t_{s_{1}+1-\frac{1}{x_{2}}}}$ back into the integral gives

$$
\begin{aligned}
=\int_{0 \leq t_{1} \leq \cdots \leq t_{s_{1}+s_{2}} \leq 1} & \frac{\mathrm{~d} t_{1}}{t_{1}} \sum_{i=1}^{\infty}\left(t_{1} x_{1} x_{2}\right)^{i} \wedge \frac{\mathrm{~d} t_{2}}{t_{2}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{s_{1}}}{t_{s_{1}}} \wedge \\
& \wedge \frac{\mathrm{~d} t_{s_{1}+1}}{t_{s_{1}+1}} \sum_{j=1}^{\infty}\left(t_{s_{1}+1} x_{2}\right)^{j} \wedge \frac{\mathrm{~d} t_{s_{1}+2}}{t_{s_{1}+2}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{s_{1}+s_{2}}}{t_{s_{1}+s_{2}}} .
\end{aligned}
$$

Now integrate term by term, integrating out the variable $t_{1}$ first. We get that

$$
\begin{aligned}
\int_{0 \leq t_{1} \leq t_{2}} \frac{\mathrm{~d} t_{1}}{t_{1}} \sum_{i=1}^{\infty}\left(t_{1} x_{1} x_{2}\right)^{i} & =\left[\sum_{i=1}^{\infty} \frac{\left(t_{1} x_{1} x_{2}\right)^{i}}{i}\right]_{t_{1}=0}^{t_{2}} \\
& =\sum_{i=1}^{\infty} \frac{\left(t_{2} x_{1} x_{2}\right)^{i}}{i}
\end{aligned}
$$

We can repeat this for $t_{2}, t_{3}, \ldots, t_{s_{1}}$, to get that the original integral Equation 3.1.1 equals

$$
\begin{aligned}
& =\int_{0 \leq t_{s_{1}+1} \leq \cdots \leq t_{s_{1}+s_{2}} \leq 1} \frac{\mathrm{~d} t_{s_{1}+1}}{t_{s_{1}+1}} \sum_{i=1}^{\infty} \frac{\left(t_{s_{1}+1} x_{1} x_{2}\right)^{i}}{i^{s_{2}}} \sum_{j=1}^{\infty}\left(t_{s_{1}+1} x_{2}\right)^{j} \wedge \frac{\mathrm{~d} t_{s_{1}+2}}{t_{s_{1}+2}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{s_{1}+s_{2}}}{t_{s_{1}+s_{2}}} \\
& =\int_{0 \leq t_{s_{1}+1} \leq \cdots \leq t_{s_{1}+s_{2}} \leq 1} \frac{\mathrm{~d} t_{s_{1}+1}}{t_{s_{1}+1}} \sum_{i, j=1}^{\infty} \frac{x_{1}^{i}}{i^{s_{1}}}\left(t_{s_{1}+1} x_{2}\right)^{i+j} \wedge \frac{\mathrm{~d} t_{s_{1}+2}}{t_{s_{1}+2}} \wedge \cdots \wedge \frac{\mathrm{~d} t_{s_{1}+s_{2}}}{t_{s_{1}+s_{2}}}
\end{aligned}
$$

Then integrate out $t_{s_{1}+1}, \ldots, t_{s_{1}+s_{2}}$ in the same way to get

$$
=\sum_{i, j=1}^{\infty} \frac{x_{1}^{i} x_{2}^{i+j}}{i^{s_{1}}(i+j)^{s_{2}}} .
$$

Finally, we can make the change of variables $\ell=i+j$. The new summation range runs over $0<i<\ell$, so the sum becomes

$$
=\sum_{0<i<\ell} \frac{x_{1}^{i} x_{2}^{\ell}}{i^{s_{1}} \ell^{s_{2}}}=\operatorname{Li}_{s_{s_{1}, s_{2}}}\left(x_{1}, x_{2}\right)
$$

as claimed.
Remark 3.1.6. In the case where $z_{1}=\cdots=z_{k}=1$, we obtain that

$$
\zeta\left(s_{1}, \ldots, s_{k}\right)=(-1)^{k} I_{s_{1}, \ldots, s_{k}}(1, \ldots, 1)=(-1)^{k} I\left(0 ; 1,\{0\}^{s_{1}-1}, \ldots, 1,\{0\}^{s_{k}-1} ; 1\right)
$$

which finally completes the proof of Proposition 1.1.16

### 3.1.2 Variants and modified polylogarithms

The polylogarithm $\operatorname{Li}_{n}$ is a multivalued analytic function on $\mathbb{C} \backslash\{0,1\}$. However, there is an associated single-valued version, defined as follows.

Definition 3.1.7 (Single-valued polylogarithm, Zag91). For $n \geq 1$, define the single valued polylogarithm $\mathscr{L}_{n}$ as follows.

$$
\begin{aligned}
& \mathscr{L}_{n}(z):=\operatorname{Re}_{n}\left(\sum_{k=0}^{n} \frac{B_{k} 2^{k}}{k!} \log |z| \operatorname{Li}_{n-k}(z)\right), \quad n \geq 2 \\
& \mathscr{L}_{1}(z):=\log |z|
\end{aligned}
$$

where $B_{k}$ are the Bernoulli numbers defined in Definition 1.1.5, and

$$
\operatorname{Re}_{n}:= \begin{cases}\operatorname{Re} & \text { if } n \text { odd } \\ \operatorname{Im} & \text { if } n \text { even. }\end{cases}
$$

These functions will play a role when describing functional equations of polylogarithms; essentially $\mathscr{L}_{n}$ satisfies 'clean' functional equations, without any lower order product terms. Moreover, they enter into an important conjecture on special values of the Dedekind zeta function [Section 8 in Zag91].

Zagier proved that $\mathscr{L}_{n}(z)$ is real-analytic on $\mathbb{C} \backslash\{0,1\}$. More precisely
Theorem 3.1.8 (Zagier, Zag91). The function $\mathscr{L}_{n}(z)$ is single-valued and continuous on $\mathbb{P}^{1}(\mathbb{C})$.

### 3.2 Functional equations for polylogarithms

The big area of interest with regard to polylogarithms is in finding and understanding their functional equations. There are at least two reasons for this interest. On the number theory side, polylogarithms
have a role as 'higher regulators' of a number field, and sufficiently generic functional equations for $\mathrm{Li}_{n}$ should play some role in giving explicit generators and relations for the $K$-groups $K_{2 n+1}(F)$. This in turn feeds into Zagier's conjecture on special values of the Dedekind zeta function Zag91. Roughly: up to known factors, $\zeta_{F}(n)$ can be expressed as an $r_{2}(F) \times r_{2}(F)$ determinant of $\mathscr{L}_{n}$ 's of elements of $F$. The case $\zeta_{F}(2)$ was partially handled by Zagier Zag86 using a connection to volumes of hyperbolic manifolds. Generally it follows from the work of Bloch and Suslin Blo77; Sus86. The case $\zeta_{F}(3)$ was proven by Goncharov Gon91 using his $\mathrm{Li}_{3}$ functional equation.

On the physics side, calculations of amplitudes and Feynman integrals often produce large expressions involving polylogarithms and MPL's RV00; Wei07; BW11. For example, the full analytic expession for the remainder function for the 'two-loop Hexagon Wilson loop' $R_{6, W L}^{(2)}$ involves weight 4 multiple polylogarithms, and fills 17 pages of appendix $H$ in DDDS10. Having a good understanding of (multiple) polylogarithm functional equations can lead to drastically simpler formulae, both in terms of length and in terms of the complexity of the functions involved. In GSVV10, this remainder function $R_{6, W L}^{(2)}$ was re-written as a single line of classical $\mathrm{Li}_{4}$ polylogarithms after observing the vanishing of the symbol of $R_{6, W L}^{(2)}$ modulo $\delta$, where $\delta$ is as in Section 3.4.2 below.

### 3.2.1 Examples of functional equations

The baby instance of polylogarithm functional equations comes from the fundamental property of log, namely $\log (x y)=\log (x)+\log (y)$. In terms of $\operatorname{Li}_{1}(x)$ we have the following.

Proposition 3.2.1. The polylogarithm $\mathrm{Li}_{1}$ satisfies the following functional equation

$$
\operatorname{Li}_{1}(1-x y)=\operatorname{Li}_{1}(1-x)+\operatorname{Li}_{1}(1-y) .
$$

Proof. This is just a direct application of the definition that $\operatorname{Li}_{1}(x)=-\log (1-x)$, and the functional equation $\log (x y)=\log (x)+\log (y)$.

This is expected to be a feature of all higher weight polylogarithms. Indeed every polylogarithm satisfies its own version of the so-called duplication relation, or the more general so-called distribution relations.

Proposition 3.2.2 (Distribution relation, duplication relation). Let $\zeta_{p}:=\exp (2 \pi \mathrm{i} / p)$ be a primitive p-th root of unity, $p \in \mathbb{Z}_{>0}$. Then $\operatorname{Li}_{k}$ satisfies the following functional equation

$$
\operatorname{Li}_{k}\left(x^{p}\right)=p^{k-1} \sum_{j=0}^{p-1} \operatorname{Li}_{k}\left(\zeta_{p}^{j} x\right)
$$

This reduces to the so-called duplication relation

$$
\operatorname{Li}_{k}\left(x^{2}\right)=2^{k-1}\left(\operatorname{Li}_{k}(x)+\operatorname{Li}_{k}(-x)\right)
$$

in the case $p=2$.

Proof. Write out the Taylor series for both sides. On the right hand side we get

$$
p^{k-1} \sum_{n=1}^{\infty} \frac{\sum_{j=0}^{p-1}\left(\zeta_{p}^{j} x\right)^{n}}{n^{k}}
$$

When $p \mid n$, the numerator becomes $p x^{n}$ since each term $\left(\zeta_{p}^{j}\right)^{n}$ is identically 1 . Otherwise the numerator is 0 since $\zeta_{p}^{n}$ is another primitive $p$-th root, and we just get some permutation of

$$
\sum_{j=0}^{p-1} \zeta_{p}^{j}=\frac{\zeta_{p}^{p}-1}{\zeta_{p}-1}=0
$$

Only the term $p \mid n$ survive, so we can take $n=p m$ on the right hand side, and get

$$
=p^{k-1} \sum_{m=1}^{\infty} \frac{p x^{m p}}{(m p)^{k}}=\sum_{m=1}^{\infty} \frac{\left(x^{p}\right)^{m}}{m^{k}}=\operatorname{Li}_{k}\left(x^{p}\right)
$$

as claimed.

The duplication relations, the distribution relations, and the so-called inversion relations

$$
\operatorname{Li}_{k}(z)+(-1)^{k} \operatorname{Li}_{k}\left(\frac{1}{z}\right)=\text { elementary }
$$

are considered trivial. They can be proven easily for polylogarithms of any weight, and so are not particularly interesting.

Beyond these trivial functional equations, it is expected that every polylogarithm satisfies some non-trivial function equations, but so far these are only know up to $\mathrm{Li}_{7}$ Gan03. The prototypical example of such a non-trivial functional equation is the 5 -term relation for the dilogarithm (weight 2 polylogarithm). This functional equation has been discovered and re-discovered many times by many different people including Abel, Spencer, Kummer, Hill and Schaeffer.

Theorem 3.2.3 (5-term relation, Schaeffer's Sch46 form of Abel's equation Abe81, p. 193]). The polylogarithm $\mathrm{Li}_{2}$ satisfies the following functional equation. For $0<y<x<1$, we have

$$
\begin{aligned}
& \mathrm{Li}_{2}(x)-\mathrm{Li}_{2}(y)+\mathrm{Li}_{2}\left(\frac{y}{x}\right)-\mathrm{Li}_{2}\left(\frac{1-1 / x}{1-1 / y}\right)+\mathrm{Li}_{2}\left(\frac{1-x}{1-y}\right) \\
& =\frac{\pi^{2}}{6}-\log (x) \log \left(\frac{1-x}{1-y}\right)
\end{aligned}
$$

Written in terms of the modified polylogarithm $\mathscr{L}_{2}(z)$ above, the 5 -term relation simplifies to the following

$$
\mathscr{L}_{2}(x)-\mathscr{L}_{2}(y)+\mathscr{L}_{2}\left(\frac{y}{x}\right)-\mathscr{L}_{2}\left(\frac{1-1 / x}{1-1 / y}\right)+\mathscr{L}_{2}\left(\frac{1-x}{1-y}\right)=0 .
$$

This illustrates what was meant earlier by saying $\mathscr{L}_{n}$ satisfies 'clean' functional equations, without any extra product terms.

The 5 -term relation for $\mathrm{Li}_{2}$ is expected to be the fundamental functional equation for $\mathrm{Li}_{2}$, in the sense that every other functional equation follows by specialising it, but currently this remains only a conjecture. Some evidence in this direction can be see in Sou15, where an infinite family of
dilogarithm functional equations (arising from the combinatorics of dihedral coordinates on $\mathfrak{M}_{0, n}$ ) is proven to reduce to 5 -term relations. Other evidence come from Wojtkowiak's result Woj96] that every one variable functional equation for $\mathrm{Li}_{2}$ can be obtained by specialising the 5 -term relation.

Moreover, it is known, that the 5-term relation somehow characterises the dilogarithm in the sense that any measurable function $f(z), z \in \mathbb{C}$ that satisfies the 5 -term relation is proportional to $\mathscr{L}_{2}(z)$ Blo00.

### 3.2.2 Geometry behind polylogarithm functional equations

Functional equation for $\mathrm{Li}_{2}$ : The 5 -term relation for $\mathrm{Li}_{2}$ can be described elegantly in terms of the geometry of the projective line $\mathbb{P}^{1}(\mathbb{C})$. This motivates a search for functional equations arising from geometric constructions.

Recall the cross-ratio of 4 points $z_{1}, \ldots, z_{4} \in \mathbb{C}$ is defined by

$$
\operatorname{cr}\left(z_{1}, z_{2} ; z_{3}, z_{4}\right):=\frac{z_{1}-z_{3}}{z_{1}-z_{4}} / \frac{z_{2}-z_{3}}{z_{2}-z_{3}}
$$

By using the homogeneous coordinates of $\mathbb{P}^{1}(\mathbb{C})$, and writing $Z_{i}=\left[1: z_{i}\right]$, the cross-ratio can be defined on all of $\mathbb{P}^{1}(\mathbb{C})=\mathbb{C} \cup\{\infty\}$.

The 5 -term relation for $\mathrm{Li}_{2}$ now has the following form. Let $z_{1}, \ldots, z_{5}$ be 5 points in $\mathbb{P}^{1}(\mathbb{C})$. Then

$$
\sum_{i=1}^{5}(-1)^{i} \mathscr{L}_{2}\left(\operatorname{cr}\left(z_{1}, \ldots, \widehat{z_{i}}, \ldots, z_{5}\right)\right)=0
$$

Taking $z_{1}=\infty, z_{2}=0, z_{3}=1, z_{4}=x$ and $z_{5}=y$ reduces this equation to the previous version of the 5 -term relation (up to applying the inversion relation $\mathscr{L}_{2}(z)=-\mathscr{L}_{2}\left(\frac{1}{z}\right)$ to some terms).

Functional equation for $\mathrm{Li}_{3}$ : Goncharov Gon95a has exploited this geometric viewpoint to produce a highly generic functional equation for $\mathrm{Li}_{3}$ using the so-called triple-ratio $r_{3}$. He has also produced precise conjectures for what to expect at higher weight, although so far an equivalent $\mathrm{Li}_{4}$ functional equation has not been found.

Let $\ell_{1}, \ldots, \ell_{7}$ be 7 points in $\mathbb{P}^{2}(\mathbb{C})$, and let $L_{i} \in \mathbb{C}^{3}$ be the vector projecting to $\ell_{i}$.
Definition 3.2.4 (Triple-ratio). The triple-ratio of 6 generic points $\ell_{1}, \ldots, \ell_{6}$ in $\mathbb{P}^{2}(\mathbb{C})$ is defined to be the formal linear combination in $\mathbb{Z}[\mathbb{C} \backslash\{0,1\}]$

$$
r_{3}\left(\ell_{1}, \ldots, \ell_{6}\right):=\frac{1}{15} \operatorname{Alt}_{\{1, \ldots, 6\}}\left[\frac{\Delta\left(L_{1}, L_{2}, L_{4}\right) \Delta\left(L_{2}, L_{3}, L_{5}\right) \Delta\left(L_{3}, L_{1}, L_{6}\right)}{\Delta\left(L_{1}, L_{2}, L_{5}\right) \Delta\left(L_{2}, L_{3}, L_{6}\right) \Delta\left(L_{3}, L_{1}, L_{4}\right)}\right] .
$$

Here $\Delta\left(L_{1}, L_{2}, L_{3}\right)=\operatorname{det}\left(L_{1}\left|L_{2}\right| L_{3}\right)$ is the determinant of the matrix with columns $L_{1}, L_{2}, L_{3}$.

The fully symmetric $840=7!/ 6$-term functional equation Gon94 is given by

$$
\sum_{i=1}^{7}(-1)^{i} \mathscr{L}_{3}\left(r_{3}\left(\ell_{1}, \ldots, \widehat{\ell}_{i}, \ldots, \ell_{7}\right)\right)=0
$$

Notation 3.2.5. We will use the notation $\mathrm{Cyc}_{\left\{x_{1}, \ldots, x_{n}\right\}}$ to mean the sum over all cyclic shifts of the variables $x_{i}$. That is

$$
\mathrm{Cyc}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{i=1}^{n} f\left(x_{i}, \ldots, x_{n}, x_{1}, \ldots, x_{i-1}\right)
$$

This triple-ratio can be extended to degenerate configurations of points. For the following highly degenerate choice of points, where $\ell_{i}$ is given by the $i$-th column of the matrix

$$
\left(\begin{array}{lllllll}
1 & 0 & 0 & 1 & 1 & 0 & z \\
0 & 1 & 0 & 1 & x & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & y & 0
\end{array}\right)
$$

one obtains Goncharov's $22(+1)$-term $\mathrm{Li}_{3}$ functional equation below.

$$
\begin{aligned}
\mathscr{L}_{3}(-x y z)+ & \operatorname{Cyc}_{\{x, y, z\}}\left\{\mathscr{L}_{3}(z x-x+1)+\mathscr{L}_{3}\left(\frac{z x-x+1}{z x}\right)-\mathscr{L}_{3}\left(\frac{z x-x+1}{z}\right)+\right. \\
& +\mathscr{L}_{3}\left(\frac{x(y z-z+1)}{-(z x-x+1)}\right)+\mathscr{L}_{3}(z)+\mathscr{L}_{3}\left(\frac{y z-z+1}{y(z x-x+1)}\right)+ \\
& \left.-\mathscr{L}_{3}\left(\frac{y z-z+1}{y z(z x-x+1)}\right)\right\}=3 \mathscr{L}_{3}(1)
\end{aligned}
$$

### 3.2.3 Bloch groups; towards the symbol of polylogarithms

An important collection of objects that arise when trying to study polylogarithms over $\mathbb{C}$, or more general fields $F$, are the so-called Bloch groups $\mathcal{B}_{n}(F)$. They are defined in such a way as to capture, non-explicitly, all of the functional equations of the polylogarithm $\mathscr{L}_{n}$. In some sense they can be seen as a precursor to the symbol of MPL's.

### 3.2.3.1 The subgroups of relations $\mathcal{R}_{n}(F)$

The key to defining the Bloch groups is somehow capturing the functional equations of polylogarithms, despite not being able to explicitly write them all down.

Define by induction subgroups $\mathcal{R}_{n}(F)<\mathbb{Z}\left[\mathbb{P}^{1}(F)\right]$. Then set

$$
\mathcal{B}_{n}(F):=\mathbb{Z}\left[\mathbb{P}^{1}(F)\right] / \mathcal{R}_{n}(F)
$$

to be the weight $n$ Bloch group. We will write $\{x\}_{n}$ for the image of $[x]$ in $\mathcal{B}_{n}(F)$.

Subgroup $\mathcal{R}_{1}(F)$ : The subgroup $\mathcal{R}_{1}(F)$ is explicitly defined by

$$
\mathcal{R}_{1}(F):=\left\{[x]+[y]-[x y] \mid x, y, \in F^{*}\right\} \cup\{[0],[\infty]\} .
$$

This subgroup $\mathcal{R}_{1}(F)$ captures the functional equation $\log (x y)=\log (x)+\log (y)$, which we know $\mathscr{L}_{1}(z):=\log |z|$ satisfies.

Inductive definition of $\mathcal{R}_{n}(F)$ : Define a homomorphism $\delta_{n}$, as follows.

$$
\begin{aligned}
& \mathbb{Z}\left[\mathbb{P}^{1}(F)\right] \rightarrow \begin{cases}\mathcal{B}_{n-1}(F) \otimes F^{*} & n \geq 3 \\
\bigwedge^{2} F^{*} & n=2\end{cases} \\
& {[x] \mapsto \begin{cases}\{x\}_{n-1} \otimes x & n \geq 3 \\
(1-x) \wedge x & n=2\end{cases} }
\end{aligned}
$$

Also $\delta:[\infty],[0],[1] \mapsto 0$.
Now set

$$
\mathcal{A}_{n}(F):=\operatorname{ker}\left(\delta_{n}: \mathbb{Z}\left[\mathbb{P}^{1}(F)\right] \rightarrow\left\{\begin{array}{ll}
\mathcal{B}_{n-1}(F) \otimes F^{*} & n \geq 3 \\
\bigwedge^{2} F^{*} & n=2
\end{array}\right)\right.
$$

Extending by linearity means the specialisation homomorphism $t \mapsto t_{0}, t_{0} \in F$, gives a map

$$
\begin{aligned}
\mathbb{Z}\left[\mathbb{P}^{1}(F(t))\right] & \rightarrow \mathbb{Z}\left[\mathbb{P}^{1}(F)\right] \\
{\left[f_{i}(t)\right] } & \mapsto\left[f_{i}\left(t_{0}\right)\right]
\end{aligned}
$$

This works even if $t_{0}$ is a pole of $f_{i}(t)$. We can now give the inductive definition of $\mathcal{R}_{n}(F)$ as follows.
Definition 3.2.6 (Subgroup of relations). The subgroup of relations $\mathcal{R}_{n}(F)$ is defined by

$$
\mathcal{R}_{n}(F):=\left\{\alpha(0)-\alpha(1) \mid \alpha(t) \in \mathcal{A}_{n}(F(t))\right\} \cup\{[0],[\infty]\}
$$

### 3.2.3.2 Consequence for functional equations

By extending $\mathscr{L}(z)$ to $\mathbb{Z}\left[\mathbb{P}^{1}(\mathbb{C})\right]$ by linearity, we obtain the following motivating theorem
Theorem 3.2.7 (Theorem 1.15 in Gon94).

$$
\mathscr{L}_{n}\left(\mathcal{R}_{n}(\mathbb{C})\right)=0
$$

Which is to say the subspace $\mathcal{R}_{n}(\mathbb{C})$ does actually give functional equations for $\mathscr{L}_{n}(z)$.

Sketch of $n=2$ case: Firstly we need to establish the result of Lemma 1.16 in Gon94. Namely for

$$
\alpha(t):=\sum n_{i}\left[f_{i}(t)\right] \in \mathbb{Z}\left[\mathbb{P}^{1}(\mathbb{C}(t))\right]
$$

if

$$
0=\delta_{2} \alpha(t):=\sum n_{i}\left(1-f_{i}(t)\right) \wedge f_{i}(t) \in \bigwedge^{2} \mathbb{C}(t)^{*}
$$

then

$$
\begin{equation*}
\mathrm{d}\left(\sum n_{i} \mathscr{L}_{2}\left(f_{i}(z)\right)\right)=0 \tag{3.2.1}
\end{equation*}
$$

It then follows immediately that $\sum n_{i} \mathscr{L}_{2}\left(f_{i}(z)\right)$ is constant. So $\mathscr{L}_{2}(\alpha(0)-\alpha(1))=0$, and

$$
\mathscr{L}_{2}\left(\mathcal{R}_{2}(\mathbb{C})\right)=0
$$

To prove Equation 3.2.1, we need to consider the following diagram.


Where here

$$
r_{2}(f \wedge g):=-\log |f| \mathrm{d} \arg (g)+\log |g| \mathrm{d} \arg f
$$

and $S^{i}\left(\mathbb{P}^{1}(\mathbb{C})\right)$ is the space of smooth $i$-forms on $\mathbb{P}^{1}(\mathbb{C})$.
Since $\mathscr{L}_{2}(z)=\operatorname{Im}\left(\operatorname{Li}_{2}(z)\right)+\arg (1-z) \log |z|$, we can compute $\mathrm{d} \mathscr{L}_{2}(z)$ as follows.
We have

$$
\mathrm{d}(\arg (1-z) \log |z|)=\log |z| \mathrm{d} \arg (1-z)+\arg (1-z) \mathrm{d} \log |z|
$$

using the product rule. Also we have

$$
\begin{aligned}
\mathrm{d}_{\mathrm{Li}}^{2}(z) & =\mathrm{Li}_{1}(z) \mathrm{d} \log (z) \\
& =-\log (1-z) \mathrm{d} \log (z) \\
& =-(\log |1-z|+\mathrm{i} \arg z)(\mathrm{d} \log |z|+\mathrm{id} \arg z) .
\end{aligned}
$$

So

$$
\mathrm{d} \operatorname{Im}\left(\operatorname{Li}_{2}(z)\right)=\operatorname{Im}\left(\mathrm{d}_{\operatorname{Li}}^{2}(z)\right)=-\log |1-z| \mathrm{d} \arg z-\arg (1-z) \mathrm{d} \log |z|
$$

Overall this means

$$
\begin{equation*}
\mathrm{d} \mathscr{L}_{2}(z)=-\log |1-z| \mathrm{d} \arg z+\log |z| \mathrm{d} \arg (1-z) . \tag{3.2.2}
\end{equation*}
$$

Now Equation 3.2.2 shows that the above diagram in fact commutes. This means that we can make the following computation

$$
\begin{aligned}
0 & =r_{2} \circ \delta_{2}(\alpha(t)) \\
& =d \circ \mathscr{L}_{2}(\alpha(t)) \\
& =: \mathrm{d}\left(\sum n_{i} \mathscr{L}_{2}\left(f_{i}(z)\right)\right) .
\end{aligned}
$$

This proves the Goncharov's Lemma, and hence proves the theorem for $n=2$. For the case $n \geq 3$, see Gon94.

This begins to show how powerful the algebraic approach (rather than the analytic approach) to polylogarithms can be. The algebraic object $(1-z) \wedge z$ attached to $\mathrm{Li}_{2}$ above is closely linked with the symbol of $\mathrm{Li}_{2}$, to be defined later.

More generally we have the following result of Zagier, moving towards the symbol of $\mathrm{Li}_{n}$.
Theorem 3.2.8 (Zagier, Proposition 3 in Zag91). Let $\left\{n_{i}, x_{i}(t)\right\}$ be a collection of integers, and rational functions in $\mathbb{C}(t)$. Suppose that

$$
\sum n_{i}\left[x_{i}(t)\right]^{m-2} \otimes\left(\left[x_{i}(t)\right] \wedge\left[1-x_{i}(t)\right]\right)=0
$$

in $\left(\operatorname{Sym}^{m-2} \mathbb{C}(t)^{*} \otimes \bigwedge^{2} \mathbb{C}(t)^{*}\right) \otimes_{\mathbb{Z}} \mathbb{Q}$. Then

$$
\sum_{i} n_{i} \mathscr{L}_{m}\left(x_{i}(t)\right)=\text { constant } .
$$

That is, the algebraic object $[z]^{m-2} \otimes[z] \wedge[1-z]$ attached to $\mathscr{L}_{m}(z)$ detects functional equations of $\mathscr{L}_{m}$.

To fit better with the symbol below I would prefer to swap the order of terms over and get $-[1-z] \wedge$ $[z] \otimes[z]^{m-2}$.

### 3.3 Coproduct, and symbol of MPL's

In this section we will introduce a very important tool for studying the functional equations of MPL's, namely the symbol. This tool will be used continually throughout the remainder of this thesis. As hinted at above, the symbol is some algebraic object which can be attached to an MPL, somehow enriching the correspondence $\mathscr{L}_{n}(x) \xrightarrow{n}-[1-x] \wedge[x] \otimes[x]^{n-2}$.

The symbol was first introduced by Goncharov, under the name the $\otimes^{m}$-invariant, in Section 4 of Gon05. There it was defined by associating certain combinations of labelled binary trees to the MPL iterated integral $I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)$. Goncharov also identified it as coming from iterating the coproduct on the Hopf algebra of (motivic) iterated integrals.

The symbol should also be seen as somehow describing the differential structure of an MPL. As seen above, t least for $m=2$, the object $-[1-x] \wedge[x] \otimes[x]^{m-2}$ 'corresponds' to the derivative of $\mathscr{L}_{m}(x)$. With this viewpoint, it is no so surprising that $\sum n_{i}\left[1-x_{i}(t)\right] \wedge\left[x_{i}(t)\right] \otimes\left[x_{i}(t)\right]^{m-2}=0$ leads to $n_{i} \mathscr{L}_{m}\left(x_{i}(t)\right)=$ constant. So we ought to expect the symbol of MPL's to play a similar role in detecting and characterising functional equations.

A final viewpoint on the symbol of MPL's is provided by Rhodes's DGR12 Rho12 hook-arrow tree construction built on top of the polygon algebra of Gangl, Goncharov, and Levin GGL09. In Chapter 4 of Rho12, Rhodes used this construction to give explicit formulae for the symbols of the depth 2 MPL $I_{a, b}(x, y)$ and the depth 3 MPL $I_{a, b, c}(x, y, z)$, for any $a, b, c$. Duhr is developing this approach into the PolylogTools package PT for Mathematica. This package provides a convenient and robust way of working with MPL symbols, especially at high weight and/or height depth where the symbols become too large for calculations by hand. This package will be used for most of the calculations in the remainder of this thesis.

### 3.3.1 Goncharov's $\otimes^{m}$-invariant

Goncharov's $\otimes^{m}$-invariant is defined by associating certain combinations of decorated binary trees to the MPL $I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)$. The following is a synthesis of Goncharov's original description [Section 4 in Gon05], and Rhodes's very clear exposition [Section 1.2 in Rho12].

A binary tree is a rooted trivalent tree, embedded in the upper half-plane. View the tree as growing downwards towards the real line; the root extends up to $\infty$, and the remaining external vertices extend down to the real line. If the binary tree has $k+2$ external vertices, the $k+1$ vertices extending down to the real line will split the real line into $k+2$ intervals. These intervals can then be labelled in increasing order by elements of some list of decorations $R=\left[a_{1}, \ldots, a_{k+2}\right]$.

Example 3.3.1. For example the following is a binary tree with 6 external vertices, decorated with the labels $R=\left[a_{1}, \ldots, a_{6}\right]$.


The decoration on a particular interval $J$ can be pushed into the region of $\mathbb{H}$ which has $J$ as part of its boundary, to get a labelling of the regions, viz:


Given a such a binary tree $T$ with $k+2$ external edges, there is a canonical partial ordering on the internal vertices of $T$ defined by the distance from the root. We set $u \prec v$ iff there is a path from the root through $u$ and $v$, and on this path $u$ is closer to the root than $v$. A total ordering $v_{1}<\cdots<v_{k}$ on the internal vertices of $T$, is said to be compatible with $\prec$ if $v_{i} \prec v_{j}$ implies $i<j$.

Example 3.3.2. Consider the two total orderings below. The left hand one is compatible with $\prec$, because any path down from the root to the real line encounters the vertices in the correct order. We either go $v_{1} v_{2} v_{4}$, or $v_{1} v_{2} v_{3}$, both of which are good. However in the right hand one, following the path $v_{3} v_{4} v_{1}$ leads to $v_{4} \prec v_{1}$, yet $4 \nless 1$. So the right hand total order is not compatible with $\prec$.


Since the binary tree $T$ is trivalent, every internal vertex $v$ is on the boundary of three distinct regions $D_{1}^{v}, D_{2}^{v}, D_{3}^{v}$ of $\mathbb{H}$. The positive (anticlockwise) orientation of the upper half-plane fixes a cyclic ordering
$D_{1} \rightarrow D_{2} \rightarrow D_{3} \rightarrow D_{1}$ on these regions. From the vertex $v$ only one edge leads to the root of $T$, so this allows us to canonically fix the ordering by imposing that the first region lies directly anticlockwise of the edge leading to the root.


Let $a_{D_{i}^{v}}$ be the label attached to region $D_{i}^{v}$ in the tree $T$. We then attach to the vertex $v$ the following rational function $g_{v}^{T}$ of the labels $a_{D_{i}^{v}}$.

$$
g_{v}^{T}:= \begin{cases}\frac{a_{D_{3}^{v}}-a_{D_{2}}}{a_{D_{1}^{v}}-a_{D_{2}}} & \text { if all } a_{D_{i}^{v}} \text { are distinct }  \tag{3.3.1}\\ \frac{1}{a_{D_{1}^{v}}-a_{D_{2}^{v}}} & \text { if } a_{D_{3}^{v}}=a_{D_{2}^{v}}, \text { but } a_{D_{1}^{v}}=a_{D_{2}^{v}} \\ \frac{a_{D_{3}^{v}}-a_{D_{2}^{v}}^{v}}{1} & \text { if } a_{D_{1}^{v}}=a_{D_{2}^{v}}, \text { but } a_{D_{3}^{v}} \neq a_{D_{2}^{v}} \\ 1 & \text { if all } a_{D_{i}^{v}} \text { are equal }\end{cases}
$$

Remark 3.3.3. The expression for $g_{v}^{T}$ that Rhodes gives in equation 1.2 of Rho12 is only partially complete. If all the $a_{D_{i}^{v}}$ are distinct, or all are equal, then we have the same expression. But if only two of the labels are equal, then there are still two distinct labels around this vertex, and it is important to remember these in the calculation.

The definition of $g_{v}^{T}$ is modelling the $\epsilon$-regularisation of the integral

$$
\lim _{\epsilon \rightarrow 0} \int_{a+\epsilon}^{c+\epsilon} \frac{\mathrm{d} t}{t-b}= \begin{cases}\log \frac{c-b}{a-b} & \text { if } a, b, c \text { all distinct } \\ \log \frac{1}{a-b} & \text { if } b=c, \text { but } a \neq b \\ \log \frac{c-b}{1} & \text { if } a=b, \text { but } b \neq c \\ \log 1 & \text { if all } a, b, c \text { are equal, }\end{cases}
$$

as given in equation 5 of Gon05.

Finally we are in a position to define the $\otimes^{m}$-invariant of an MPL. Consider an MPL

$$
I:=I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)=I\left(0 ; x_{1},\{0\}^{s_{1}-1}, \ldots, x_{k},\{0\}^{s_{k}-1} ; 1\right)
$$

Then $I$ has weight $w=s_{1}+\cdots+s_{k}$. Including the limits of the integral, it has $w+2$ arguments, forming the following list.

$$
[0, x_{1}, \underbrace{0, \ldots, 0}_{s_{1}-1}, x_{2}, \underbrace{0, \ldots, 0}_{s_{2}-1}, \ldots, x_{k}, \underbrace{0, \ldots, 0}_{s_{k}-1}, 1] .
$$

Definition 3.3.4 ( $\otimes^{m}$-invariant). The $\otimes^{m}$-invariant (also called the symbol) attached to the MPL

$$
I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)=I\left(0 ; x_{1},\{0\}^{s_{1}-1}, \ldots, x_{k},\{0\}^{s_{k}-1} ; 1\right)
$$

of weight $w=s_{1}+\cdots+s_{k}$ is denoted

$$
\mathcal{S}\left(I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)\right) \in \bigotimes_{w} \mathbb{Q}\left(x_{1}, \ldots, x_{k}\right)^{*}
$$

It is given by

$$
\mathcal{S}\left(I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)\right):=\sum_{T} \sum_{\left\{v_{1}, \ldots, v_{w}\right\}} g_{v_{1}}^{T} \otimes \cdots \otimes g_{v_{w}}^{T}
$$

where the sum over $T$ runs over all binary trees with $w+2$ external, and decorated with the ordered labels

$$
[0, x_{1}, \underbrace{0, \ldots, 0}_{s_{1}-1}, x_{2}, \underbrace{0, \ldots, 0}_{s_{2}-1}, \ldots, x_{k}, \underbrace{0, \ldots, 0}_{s_{k}-1}, 1] .
$$

The sum over $\left\{v_{1}, \ldots, v_{k}\right\}$ runs over all total orders of the internal vertices of $T$ which are compatible with the partial ordering $\prec$.

Example 3.3.5. We can apply the above definition to find the symbol of $I_{1,2}(x, y)$. We list the binary trees with $3+2=5$ external edges, labelled with $[0, x, y, 0,1]$, as follows. There are $5=C_{3}$ such trees, where $C_{n}=\frac{1}{2 n+1}\binom{2 n}{n}$ is the $n$-th Catalan number.


On each of the first 4 trees above, there is exactly one compatible total order, because there exists a path from the root which contains all 3 vertices of the tree. The fifth tree has two compatible total orders - the lower two vertices can be labelled $v_{2}$ and $v_{3}$ in either order.

Consider in detail the first tree, with the (unique) compatible total order of vertices, and how the decorations label the regions. We obtain


We compute that

$$
g_{v_{1}}^{T_{1}}=\frac{1-x}{-x} \quad g_{v_{2}}^{T_{1}}=\frac{1}{x} \quad g_{v_{3}}^{T_{1}}=\frac{1-y}{-y}
$$

to obtain the following as one term in $\mathcal{S}\left(I_{2,1}(x, y)\right)$

$$
\left\{T_{1},\left\{v_{1}, v_{2}, v_{3}\right\}\right\} \rightsquigarrow\left(\frac{1-x}{-x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{-y}\right) .
$$

It turns out that the fourth and fifth trees contribute 0 to $\mathcal{S}\left(I_{2,1}(x, y)\right)$ for the following reason. With the following total order

we have that

$$
g_{v_{3}}^{T_{4}}=\frac{0-x}{0-x}=1
$$

But $1 \in \mathbb{Q}(x, y)^{*}$ is the identity element, so a term like $1 \otimes \alpha \otimes \beta$, where one tensor is 1 , vanishes for the 'standard reason'. Namely

$$
1 \otimes \alpha \otimes \beta+1 \otimes \alpha \otimes \beta=\left(1^{2}\right) \otimes \alpha \otimes \beta=1 \otimes \alpha \otimes \beta
$$

then we subtract $1 \otimes \alpha \otimes \beta$ from both sides. So the fourth tree contributes 0 . The fifth tree contributes 0 for the same reason.

Altogether we obtain the following result for $\mathcal{S}\left(I_{2,1}(x, y)\right)$; the order of the terms matches the orders of the (non-zero) trees.

$$
\begin{align*}
\mathcal{S}\left(I_{2,1}(x, y)\right)=( & \left.\frac{1-x}{-x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{-y}\right)+ \\
& +\left(\frac{1-x}{-x}\right) \otimes\left(\frac{1-y}{x-y}\right) \otimes\left(\frac{y}{x}\right)+  \tag{3.3.2}\\
& +\left(\frac{1-y}{-y}\right) \otimes\left(\frac{y-x}{-x}\right) \otimes\left(\frac{y}{x}\right)
\end{align*}
$$

Remark 3.3.6. In any computations involving the symbol, we should always bear in mind that the following equality holds

$$
\begin{equation*}
\alpha \otimes \beta \otimes \gamma=\alpha \otimes(-\beta) \otimes \gamma \tag{3.3.3}
\end{equation*}
$$

This equality comes from the following calculation

$$
\begin{align*}
2 \cdot(\alpha \otimes \beta \otimes \gamma) & =\alpha \otimes \beta^{2} \otimes \gamma \\
& =\alpha \otimes(-\beta)^{2} \otimes \gamma  \tag{3.3.4}\\
& =2 \cdot(\alpha \otimes(-\beta) \otimes \gamma)
\end{align*}
$$

Since symbols are elements of some $\mathbb{Q}$-algebra $\bigotimes_{w} \mathbb{Q}\left(x_{1}, \ldots, x_{k}\right)^{*}$, we can divide both sides of Equation 3.3.4 by 2, and obtain Equation 3.3.3

Consequently, the symbol of $I_{2,1}(x, y)$ can be simplified to the following

$$
\begin{aligned}
\mathcal{S}\left(I_{2,1}(x, y)\right)=( & \left.\frac{1-x}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{y}\right)+ \\
& +\left(\frac{1-x}{x}\right) \otimes\left(\frac{1-y}{x-y}\right) \otimes\left(\frac{y}{x}\right)+ \\
& +\left(\frac{1-y}{y}\right) \otimes\left(\frac{y-x}{x}\right) \otimes\left(\frac{y}{x}\right)
\end{aligned}
$$

### 3.3.2 The iterated coproduct definition

In Gon05, Goncharov also identifies the $\otimes^{m}$-invariant as a maximally iterated version of his coproduct on the motivic iterated integrals from Section 1.2.1 Given a positvely graded Hopf algebra $\mathcal{A} \bullet$, there is a canonical map

$$
\Delta^{[m]}: \mathcal{A}_{m} \rightarrow \bigotimes_{m} \mathcal{A}_{1}
$$

which can be defined as the following composition

$$
\mathcal{A}_{m} \xrightarrow{\Delta} \mathcal{A}_{m-1} \otimes \mathcal{A}_{1} \xrightarrow{\Delta \otimes \mathrm{id}} \mathcal{A}_{m-2} \otimes \mathcal{A}_{1} \otimes \mathcal{A}_{1} \xrightarrow{\Delta \otimes \mathrm{id} \otimes \mathrm{id}} \cdots \xrightarrow{\Delta \otimes \mathrm{id} \otimes(m-1)} \bigotimes_{m} \mathcal{A}_{1} .
$$

Then proposition 4.5 in Gon05 claims the following equality is provable by induction on $n$.
Proposition 3.3.7 (Goncharov, proposition 4.5 in Gon05). The symbol $\mathcal{S}$ arises from maximally iterating the coproduct $\Delta$ of iterated integrals

$$
\mathcal{S}\left(I\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)\right) \equiv \Delta^{[n]} I^{\mathcal{M}}\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)
$$

after making the identification

$$
\begin{equation*}
I^{\mathcal{M}}(a ; b ; c)=\log ^{\mathcal{M}}\left(\frac{b-c}{b-a}\right) \tag{3.3.5}
\end{equation*}
$$

and performing any required regularisation.
Example 3.3.8. We can apply this iterated coproduct construction to $I_{2,1}(x, y)$, to give an alternative calculation of the symbol.

The first step is to compute the coproduct of $I_{2,1}(x, y)=I(0 ; x, 0, y ; 1)$, and to take the $(2,1)$-degree component. For notational ease, we drop the $\mathcal{M}$ from the notation. Using Theorem 1.2.1, we compute the coproduct to be the following. Some simplifications using $I(0 ; a ; 0)=0$ and $I(0 ; 1)=1$ are possible.

$$
\begin{aligned}
\Delta I(0 ; x, 0, y ; 1)= & 1 \otimes I(0 ; x, 0, y ; 1)+ \\
& +I(0 ; x ; 1) \otimes I(0 ; x) I(x ; 0, y ; 1)+I(0 ; 0 ; 1) \otimes I(0 ; x ; 0) I(0 ; y ; 1)+ \\
& \quad+I(0 ; y ; 1) \otimes I(0 ; x, 0 ; y) I(y ; 1)+ \\
& +I(0 ; x, 0 ; 1) \otimes I(0 ; x) I(x ; 0) I(0 ; y ; 1)+I(0 ; x, y ; 1) \otimes I(0 ; x) I(x ; 0 ; y) I(y ; 1)+ \\
\quad & \quad+I(0 ; 0, y, 1) \otimes I(0 ; x ; 0) I(x ; y) I(y ; 1)+ \\
& I(0 ; x, 0, y ; 1) \otimes 1
\end{aligned}
$$

$$
\begin{aligned}
& =1 \otimes I(0 ; x, 0, y ; 1)+I(0 ; x, 0, y ; 1) \otimes 1+ \\
& +I(0 ; x ; 1) \otimes I(x ; 0, y ; 1)+I(0 ; y ; 1) \otimes I(0 ; x, 0 ; y)+ \\
& +I(0 ; x, 0 ; 1) \otimes I(0 ; y ; 1)+I(0 ; x, y ; 1) \otimes I(x ; 0 ; y)
\end{aligned}
$$

So the $(2,1)$-degree component of $\Delta$ is given by

$$
\Delta_{2,1} I(0 ; x, 0, y ; 1)=I(0 ; x, 0 ; 1) \otimes I(0 ; y ; 1)+I(0 ; x, y ; 1) \otimes I(x ; 0 ; y)
$$

Now iterate this: compute the (1, 1)-degree component of $\Delta I(0 ; x, 0 ; 1)$ and of $\Delta I(0 ; x, y ; 1)$. We obtain

$$
\begin{aligned}
& \Delta_{1,1} I(0 ; x, 0 ; 1)=I(0 ; x ; 1) \otimes I(x ; 0,1) \\
& \Delta_{1,1} I(0 ; x, y ; 1)=I(0 ; x ; 1) \otimes I(x ; y ; 1)+I(0 ; y ; 1) \otimes I(0 ; x ; y)
\end{aligned}
$$

Putting these together gives

$$
\begin{aligned}
\Delta^{[3]} I(0 ; x, 0, y ; 1)= & I(0 ; x ; 1) \otimes I(x ; 0 ; 1) \otimes I(0 ; y ; 1)+ \\
& +I(0 ; x ; 1) \otimes I(x ; y ; 1) \otimes I(x ; 0 ; y)+I(0 ; y ; 1) \otimes I(0 ; x ; y) \otimes I(x ; 0 ; y)
\end{aligned}
$$

Upon using the identification from Equation 3.3.5 we obtain the symbol for $I_{2,1}(x, y)$ that we computed in Equation 3.3.2

It has already been mentioned that the symbol is a powerful tool for finding identities and functional equations on MPL's. It does this by translating analytic problems into algebraic questions that are easier to handle. However, the symbol only captures the 'top-slice' of identities, and cannot detect anything about constant $\times$ lower weight. Since the symbol can be made to arise from the coproduct on iterated integrals, the coproduct is a good place to remedy this shortcoming. We will see this in action in Chapter 6

### 3.3.3 Total differential of iterated integrals

Seeing how the differential structure of multiple polylogarithms and iterated integrals is reflected in the symbol helps us understand how we should think about and interpret the symbol. This leads to a way of directly reading the symbol from a (very particular) way of writing an iterated integral.

From Theorem 2.1 in Gon01, we have the following computation of the total derivative of an iterated integral.

Theorem 3.3.9 (Goncharov, Theorem 2.1 in Gon01]).

$$
\mathrm{d} I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)=\sum_{i=1}^{m} I\left(x_{0} ; x_{1}, \ldots, \widehat{x}_{i}, \ldots, x_{m} ; x_{m+1}\right) \mathrm{d} \log \left(\frac{x_{i+1}-x_{i}}{x_{i-1}-x_{0}}\right) .
$$

By repeatedly computing the total derivative, we 'peel off' a layer of differential forms from an iterated integral. These differential forms, written as total derivatives, give a factor of the symbol.

Starting with $I_{2,1}(x, y)$ we compute

$$
\begin{aligned}
\mathrm{d} I_{2,1}(x, y) & =\mathrm{d} I(0 ; x, 0, y ; 1) \\
& =I(0 ; 0, y ; 1) \mathrm{d} \log \left(\frac{0-x}{0-x}\right)+I(0 ; x, y ; 1) \mathrm{d} \log \left(\frac{0-y}{1-x}\right)+I(0 ; x, 0 ; 1) \mathrm{d} \log \left(\frac{y-1}{y-0}\right) \\
& =I(0 ; x, y ; 1) \mathrm{d} \log \left(\frac{-y}{1-x}\right)+I(0 ; x, 0 ; 1) \mathrm{d} \log \left(\frac{y-1}{y}\right) .
\end{aligned}
$$

So, in some sense, we have

$$
I_{2,1}(x, y)=\int I(0 ; x, y ; 1) \mathrm{d} \log \left(\frac{0-y}{1-x}\right)+I(0 ; x, 0 ; 1) \mathrm{d} \log \left(\frac{y-1}{y-0}\right) .
$$

Now iterate this; find $\mathrm{d} I(0 ; 0, y ; 1)$ and 'peel off' a second layer of differential forms. Do this for each iterated integral appearing above.

$$
\begin{aligned}
& \mathrm{d} I(0 ; x, y ; 1)=I(0 ; y ; 1) \mathrm{d} \log \left(\frac{x-y}{x}\right)+I(0 ; x ; 1) \mathrm{d} \log \left(\frac{y-1}{y-x}\right) \\
& \mathrm{d} I(0 ; x, 0 ; 1)=I(0 ; x ; 1) \mathrm{d} \log \left(\frac{1}{x}\right)
\end{aligned}
$$

And of course

$$
\mathrm{d} I(a ; b ; c)=\mathrm{d} \log \left(\frac{b-c}{b-a}\right)
$$

So we can write

$$
\begin{align*}
I_{2,1}(x, y) & =\int \mathrm{d} \log \left(\frac{y-1}{y}\right) \circ \mathrm{d} \log \left(\frac{x-y}{x}\right) \circ \mathrm{d} \log \left(\frac{y}{x}\right)+ \\
& +\mathrm{d} \log \left(\frac{x-1}{x}\right) \circ \mathrm{d} \log \left(\frac{y-1}{y-x}\right) \circ \mathrm{d} \log \left(\frac{y}{x}\right)+  \tag{3.3.6}\\
& +\mathrm{d} \log \left(\frac{x-1}{x}\right) \circ \mathrm{d} \log \left(\frac{1}{x}\right) \circ \mathrm{d} \log \left(\frac{y-1}{y}\right) .
\end{align*}
$$

For an iterated integral written in the form

$$
F=\int \mathrm{d} \log \left(f_{1}\right) \circ \cdots \circ \mathrm{d} \log \left(f_{n}\right)
$$

we read off its symbol as

$$
\mathcal{S}(F)=f_{1} \otimes \cdots \otimes f_{n}
$$

From Equation 3.3.6, this means we get

$$
\begin{aligned}
\mathcal{S}\left(I_{2,1}(x, y)\right)= & \left(\frac{y-1}{y}\right) \otimes\left(\frac{x-y}{x}\right) \otimes\left(\frac{y}{x}\right)+ \\
& +\left(\frac{x-1}{x}\right) \otimes\left(\frac{y-1}{y-x}\right) \otimes\left(\frac{y}{x}\right)+ \\
& +\left(\frac{x-1}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{y-1}{y}\right),
\end{aligned}
$$

in complete agreement with the original calculation in Equation 3.3.2, up to $\pm 1$ in each tensor factor Remark 3.3.6 and some rearrangement.

We see here how closely related the symbol is to the derivative of an iterated integral. Knowing this correspondence, it is not surprising that the symbol will capture functional equations and relations between MPL's. Requiring the symbol of a combination to be 0 will amount to forcing the derivative of this combination to be 0 , so that it evaluates to a constant and gives a relation, modulo constant $\times$ lower weight terms.

### 3.3.4 Polygon dissections and Rhodes's hook-arrow trees

Gangl, Goncharov and Levine GGL09 define an algebra of $R$-decorated polygons ( $R$-deco for short). They then associate one of these polygons to an MPL, in such a way so that the symbol can be calculated from the combinatorics of these polygons (see as well [GR12]). Rhodes provides a more detailed overview of this construction in Section 1.3 of Rho12.

Polygons: An $R$-deco polygon $P\left(a_{1}, \ldots, a_{n}\right)$ is a polygon, with a specified first vertex (marked with a circle), and a final side (drawn double) giving a choice of orientation. The sides of the polygon are labelled, from first to last, by elements of the list $R=\left[a_{1}, \ldots, a_{n}\right]$, as follows.


Although not made explicit, the vertices gain an ordering $v_{1}, \ldots, v_{n}$ due to the polygon's orientation, and choice of first vertex.

The polygon algebra $\mathcal{P}_{\bullet}(R)$ is generated as a vector space by wedge products of $R$-deco polygons. The lower grading counts the number of non-root edges in all factors of this wedge product. The upper grading counts the number of factors in the wedge product.

Arrows: The algebraic and combinatorial structure comes from arrows dissecting the polygon. By an arrow, we mean an arrow from a vertex, to a non-adjacent side. Here is an arrow $\alpha$ joining $v_{2}$ (the second vertex) to the side $a_{5}$.


An arrow from vertex $v_{i}$ to side $a_{j}$ is said to be backwards if $j<i$. Otherwise the arrow is forwards.

Dissections: These arrows let us dissect polygons. Given a polygon $P=P\left(a_{1}, \ldots, a_{n}\right)$, and an arrow from vertex $v_{i}$ to side $a_{j}$, the polygon is dissected into two polygons

$$
P_{1}=\left(a_{1}, \ldots, a_{i-1}, a_{j}, \ldots, a_{n}\right) \quad \text { and } \quad P_{2}=P\left(a_{i}, \ldots, a_{j}\right)
$$

if $\alpha$ is a forwards arrow. Otherwise the polygon is dissected into

$$
P_{1}=\left(a_{1}, \ldots, a_{h}, a_{i}, \ldots, a_{n}\right) \quad \text { and } \quad P_{2}=P\left(a_{i-1}, \ldots, a_{h}\right)
$$

if $\alpha$ is a backwards arrow. One should think of collapsing the arrow $\alpha$ to pinch the polygon into two pieces $-\alpha$ points to the new last side, and first vertex. With this dissection, the sign of the arrow $\alpha$ is defined by

$$
\operatorname{sgn}(\alpha):= \begin{cases}(-1)^{\# \text { non-root edges in } P_{2}} & \text { if } \alpha \text { backwards } \\ 1 & \text { otherwise }\end{cases}
$$

Example 3.3.10. This arrow dissects the $R$-deco polygon $P$ into $P_{1}$ and $P_{2}$ as follows.


Since $P_{2}$ has three non-root edges, and the arrow $\alpha$ is backwards, we get that $\operatorname{sgn}(\alpha)=(-1)^{3}=-1$.

Maximal dissections and the dual tree: A maximal dissection $\rho$ of a polygon $P$ is a set of $n-2$ distinct, non-crossing, dissecting arrows. The overall $\operatorname{sign} \operatorname{sgn}(\rho)$ of the maximal dissection is $\operatorname{sgn}(\rho)=(-1)^{\# \text { backwards arrows }}$. This dissects the polygon into $n-1$ regions, which can be viewed as 2-gons.

We can also consider the dual tree of this dissection. Make a point at the centre of each of the $n-1$ regions. Join two of these points with an edge if and only if the regions are share a boundary. This produces a tree graph. The first vertex and last side of the polygon $P$ canonically defines a root vertex for the tree: the root vertex lies in the the region which contains the first vertex and (part of the) last side of $P$.

Example 3.3.11. The following shows a maximal dissection of the polygon $P=P\left(a_{1}, a_{2}, \ldots, a_{8}\right)$, along with the dual tree. The root vertex of the dual tree is marked as a hollow circle.


Now that rooted trees have appeared in the picture, we can define a partial ordering $\prec$ on the vertices of the tree according to their distance from the root. This gives a partial ordering on the regions, and hence on the 2-gons in the maximal dissection. The definition is exactly as in Section 3.3.1 for Goncharov's trivalent rooted binary trees. A total ordering on the vertices of the dual tree is said to be compatible with the partial ordering if $v_{i} \prec v_{j}$ implies $i<j$.

Symbol from polygons: Define the map $\mu$ on 2-gons as follows

$$
\mu(\underbrace{y}_{x}):= \begin{cases}1-\frac{y}{x} & \text { if } x, y, 0 \text { are distinct } \\ y & \text { if } y \neq 0, \text { but } x=0 \\ \frac{1}{y} & \text { if } x=y, \text { and } y \neq 0 \\ 1 & \text { otherwise }\end{cases}
$$

This map is very similar to the map $g_{v_{1}}^{T}$ from Equation 3.3.1
We are finally in a position to define the symbol using this framework.
Definition 3.3.12 (Symbol). Given an MPL $I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)=I\left(0 ; x_{1},\{0\}^{s_{1}-1}, \ldots, x_{k},\{0\}^{s_{k}-1} ; 1\right)$ of weight $n=s_{1}+\cdots+s_{k}$, we attach to this the $(n+1)$-sided polygon

$$
\left.P=P\left(x_{1},\{0\}^{s_{1}-1}, \ldots, x_{k},\{0\}^{s_{k}-1}, 1\right)\right)
$$

Then

$$
\mathcal{S}\left(I_{s_{1}, \ldots, s_{k}}\left(x_{1}, \ldots, x_{k}\right)\right):=\sum_{\rho} \operatorname{sgn}(\rho) \sum_{\left\{P_{1}, \ldots, P_{n}\right\}} \mu\left(P_{1}\right) \otimes \cdots \otimes \mu\left(P_{n}\right)
$$

where the first summation runs over all maximal dissections $\rho$ of $P$. And the second summation runs over all compatible total orders $P_{1}, \ldots, P_{n}$ of the 2-gons.

The work in GGL09 establishes a correspondence between the algebra of $R$-deco polygons and Hopf algebra of iterated integrals, meaning the construction in Definition 3.3.12 is well-defined. Specifically Proposition 8.1 in GGL09 establishes an isomorphism from the graded Lie coalgebra $\mathcal{I}_{>0}(R) / \mathcal{I}_{>0}(R)^{2}$ of indecomposable iterated integrals over $R$ to $\left(V_{\bullet}^{\mathrm{pg}}(R), \partial\right)$, the graded Lie coalgebra of $R$-deco polygons. Theorem 8.2 establishes a map of coalgebras $\langle\mathrm{B}(\pi) \mid \pi \in \mathcal{P} \bullet(R)\rangle \rightarrow \mathcal{I}_{>0}(R)^{2}$, comparing in detail the
coproducts in each case. (Here $\mathrm{B}(\pi)$ is some element in the bar construction $\mathrm{B}\left(\mathcal{P}_{\bullet} \boldsymbol{\bullet}\right)$ that is associated to the polygon $\pi$, as in Definition 6.9 of GGL09].) Moreover, in Chapter 3 of Rho12, Rhodes proves explicitly that the symbol given by the polygon framework, and the $\otimes^{m}$ invariant given by the binary tree framework are indeed bijective.

Duhr has implemented this polygon dissection method of computing the symbol as the PolylogTools PT package for Mathematica. This package provides a robust and convenient way of working with MPL symbols at high weight, or high depth, which would otherwise be too cumbersome for hand calculations. The majority of calculations in this thesis have been completed using this package.

Hook-arrow trees: In Chapter 2 of Rho12, Rhodes introduces the notation of Hook-arrow trees to solve the problem of how to represent and work with the 'visual' requirements of polygon dissections on a computer. Rhodes defines a hook-arrow tree as follows.

Definition 3.3.13 (Rhodes, Definition 2.4 in Rho12]). A hook-arrow tree is a rooted spanning tree on a set of vertices in a linear order $\left[v_{1}, \ldots, v_{n}\right]$, which is not interlaced and has root $v_{n}$. The edges are directed towards $v_{n}$.

Here the vertices are meant to correspond to edges of an $R$-deco polygon. The term 'interlaced' means there is no choice of four vertices $v_{1}<v_{2}<v_{3}<v_{4}$ such that the edges $\left(v_{1}, v_{3}\right)$ and $\left(v_{2}, v_{4}\right)$ are both contained in the graph. This captures the notion that edges of the spanning tree do not cross.

In Section 2.3 of Rho12, Rhodes shows how to obtain terms in the symbol directly from these hook-arrow trees. In Chapter 4 of Rho12, Rhode argues that the hook-arrow tree construction provides a more efficient method of computing the symbol of an MPL of given depth since one can isolate which terms will have non-zero coefficients from the start, rather than having to compute with every possible binary tree or every possible maximal dissection and see which terms happen to vanish. Rhodes uses this to compute the symbol of $I_{a, b}(x, y)$ and $I_{a, b, c}(x, y, z)$ for arbitrary $a, b, c$. We will make use of the depth 2 calculation in Chapter 6 to explicitly prove an identity about $I_{a, b}(x, y)+$ $(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$ on the level of the symbol.

### 3.4 The symbol modulo $\amalg$, and modulo $\delta$

From Section 3.2.3.2 we know that the object $-(1-x) \wedge x \otimes x^{\otimes n-2}$ attached to the polylogarithm $\mathscr{L}_{n}(x)$ captures the pure functional equations of $\mathscr{L}_{n}(x)$. Another way to view this is as the functional equations of $\operatorname{Li}_{n}(x)$, modulo product terms. If we compute the symbol of $\operatorname{Li}_{n}(x)$, we find

$$
\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)=-(1-x) \otimes x \otimes x^{\otimes n-2}
$$

So how do we go from $-(1-x) \otimes x \otimes x^{\otimes n-2}$ to $-(1-x) \wedge x \otimes x^{\otimes n-2}$ and find identities which hold modulo products? And more coarsely, can we isolate things like the pure polylogarithm components of a symbol? Or only the depth 2 contribution?

### 3.4.1 The symbol modulo

If we have two MPL's $I_{1}$ and $I_{2}$, with corresponding symbols $a_{1} \otimes \cdots \otimes a_{n}$ and $b_{1} \otimes \cdots \otimes b_{m}$, then the symbol of the product $I_{1} I_{2}$ is given by the shuffle product of the respective symbols

$$
\mathcal{S}\left(I_{1} I_{2}\right)=\mathcal{S}\left(I_{1}\right) Ш \mathcal{S}\left(I_{2}\right)=a_{1} \otimes \cdots \otimes a_{n} \amalg b_{1} \otimes \cdots \otimes b_{m}
$$

We want to introduce some operator which kills all shuffle products, leaving only the symbol modulo products. This is done in Section 5.4 of DGR12, via the following projection operator.

Definition 3.4.1. Define a linear operator $\Pi_{w}$ acting on elementary tensors of lengths $w \geq 1$ by $\Pi_{1}=\mathrm{id}$, and for $w \geq 2$

$$
\Pi_{w}\left(a_{1} \otimes \cdots \otimes a_{w}\right):=\frac{w-1}{w}\left(\Pi_{w-1}\left(a_{1} \otimes \cdots a_{w-1}\right) \otimes a_{w}-\Pi_{w-1}\left(a_{2} \otimes \cdots a_{w}\right) \otimes a_{1}\right)
$$

Remark 3.4.2. The reason for the normalisation in defining $\Pi_{w}$ is to ensure $\Pi_{w}$ is idempotent. One might instead prefer to take the following normalisation

$$
\rho_{w}:=w \Pi_{w}
$$

and lose the idempotency. As remarked in DGR12, this family of operators $\rho_{w}$ is already established in the shuffle algebra literature.

Proposition 1 in DGR12 establishes the following property of $\Pi_{w}$, following from the same property already known for $\rho_{w}$.

Proposition 3.4.3 (Proposition 1 in DGR12). The kernel of $\Pi_{w}$ is the ideal generated by all shuffle products. That is, for any tensor $\xi$, we have

$$
\Pi_{w}(\xi)=0
$$

if and only if $\xi$ can be written as a linear combination of shuffle products.
Example 3.4.4. By applying $\rho_{w}$, we can recover the $-(1-x) \wedge x \otimes x^{\otimes n-2}$ object corresponding to $\mathrm{Li}_{n}(x)$ from the symbol of $\operatorname{Li}_{n}(x)$.

We know that $\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)=-(1-x) \otimes x \otimes x^{n-2}$. Computing $\rho_{n}\left(\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)\right)$ gives

$$
\begin{aligned}
\rho_{n}\left(\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)\right) & =\rho_{n}\left(-(1-x) \otimes x \otimes x^{n-2}\right) \\
& =-\rho_{n-1}\left((1-x) \otimes x \otimes x^{n-3}\right) \otimes x+\rho_{n-1}\left(x \otimes x^{n-2}\right) \otimes(1-x)
\end{aligned}
$$

Since clearly $x \otimes \cdots \otimes x=x^{\otimes n}=\frac{1}{n!} x^{\amalg n}$ is a shuffle product, it vanishes under $\rho_{n}$, leaving

$$
=\rho_{n-1}\left(-(1-x) \otimes x \otimes x^{\otimes n-3}\right) \otimes x
$$

Checking the base case

$$
\rho(-(1-x) \otimes x)=\rho(-(1-x)) \otimes x-\rho(-(x)) \otimes(1-x)
$$

$$
\begin{aligned}
& =-(1-x) \otimes x+x \otimes(1-x) \\
& =-(1-x) \wedge x
\end{aligned}
$$

establishes by induction that

$$
\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)=-(1-x) \otimes x \otimes x^{\otimes n-2} \xrightarrow{\rho_{n}}-(1-x) \wedge x \otimes x^{\otimes n-2}
$$

In the PolylogTools package $\overline{\mathrm{PT}}$, this family $\Pi_{w}$ of operators is implemented using the command sh. For this reason, and since the the result of $\Pi_{w}$ is to kill shuffle products $\amalg$, we will refer to this as working modulo $\amalg$, or working modulo products.

Notation 3.4.5. In calculations involving the symbol, we write $\mathcal{S}_{1} \stackrel{\text { ש }}{=} \mathcal{S}_{2}$ to denote two symbols which are equal modulo products. That is $\rho\left(\mathcal{S}_{1}\right)=\rho\left(\mathcal{S}_{2}\right)$. (See Appendix A.)
By abuse of notation, we may also write $I \stackrel{\varpi}{=} \mathcal{S}_{1}$ to mean that the iterated integral $I$ has symbol $\mathcal{S}_{1}$ modulo products.

It will be convenient to write $\{x\}_{n}:=-(1-x) \wedge x \otimes x^{\otimes n-2}$, to reaffirm the connection of the symbol with the the Bloch groups from earlier. So $\mathcal{S}\left(\operatorname{Li}_{n}(x)\right) \stackrel{\amalg}{=}\{x\}_{n}$.

In this notation, we have the following
Proposition 3.4.6 $\left(\mathrm{Li}_{n}\right.$ inversion). On the level of the symbol, modulo products, the inversion relation says

$$
\mathcal{S}\left(\operatorname{Li}_{n}\left(\frac{1}{x}\right)\right)=-(-1)^{n} \mathcal{S}\left(\operatorname{Li}_{n}(x)\right)
$$

So

$$
\left\{\frac{1}{x}\right\}_{n}=-(-1)^{n}\{x\}_{n}
$$

### 3.4.2 The symbol modulo $\delta$

Now we consider how to isolate and remove the depth 1 term, $\mathrm{Li}_{n}(x)$, from the symbol. A readable account of this, with many explicit calculations, is given in Ver.

The origin of this process to isolate $\operatorname{Li}_{n}(x)$ terms lies in considering a group $\mathcal{L}_{n}$ describing all multiple polylogarithms of weight $n$, much like the Bloch group $\mathcal{B}_{n}$ describes the polylogarithms of weight $n$. (Compare with the groups $\mathcal{H}_{n}(E)$ that Dan defines in Dan11, discussed in Section 5.1.2)

Recall that $\mathcal{A}_{\bullet}$ is the Hopf algebra of iterated integrals from Section 1.2.1 Then we want to consider the Lie coalgebra of indecomposables

$$
\mathcal{L}_{\bullet}:=\frac{\mathcal{A}_{>0}}{\mathcal{A}_{>0} \cdot \mathcal{A}_{>0}}
$$

This is the space of iterated integrals, modulo products. It inherits a Lie cobracket $\delta$ from the coproduct $\Delta$ on the Hopf algebra. This cobracket $\delta$ is defined as follows

$$
\delta:=(\pi \otimes \pi) \circ\left(\Delta-\Delta^{\mathrm{op}}\right)
$$

where

$$
\pi: \mathcal{A}_{\bullet} \rightarrow \mathcal{L} \bullet
$$

is the canonical projection map and $\Delta^{\mathrm{op}}$ is the opposite coproduct. That is, if $\Delta(x)=\sum a_{i} \otimes b_{i}$, then $\Delta^{\mathrm{op}}(x)=\sum b_{i} \otimes a_{i}$. So $\delta$ defines a map

$$
\delta: \mathcal{L} \bullet \rightarrow \bigwedge^{2} \mathcal{L} \bullet
$$

that gives $\mathcal{L}$. the structure of a Lie coalgebra, whence $\delta^{2}=0$. Notice that for computations we can replace $\Delta$ and $\Delta^{\mathrm{op}}$ by their respective reduced versions $\Delta^{\prime}=\Delta-1 \otimes \mathrm{id}-\mathrm{id} \otimes 1$. This is because the terms $1 \otimes x+1 \otimes x$ will always cancel in $\left(\Delta-\Delta^{\mathrm{op}}\right)(x)$.

Conjecturally, we expect exact sequences connecting $\mathcal{L}_{n}$, and $\mathcal{B}_{n}$ to arise. We can view $\mathcal{B}_{n}$ (weight $n$ polylogarithms) as a subset of $\mathcal{L}_{n}$ (weight $n$ multiple polylogarithms) in a natural way. The maps out from $\mathcal{L}_{n}$ are obtained from the graded components $\delta_{a, b}$ of the cobracket $\delta$, but only the degree $(\geq 2, \geq 2)$ parts are used.

These exact sequences should give important information about weight $n$ polylogs. At weight 4 and 5 , we expect the following short exact sequences.

$$
\begin{aligned}
0 & \rightarrow \mathcal{B}_{4} \rightarrow \mathcal{L}_{4} \rightarrow \bigwedge^{2} \mathcal{B}_{2} \rightarrow 0 \\
0 & \rightarrow \mathcal{B}_{5} \rightarrow \mathcal{L}_{5} \rightarrow \mathcal{B}_{2} \oplus \mathcal{B}_{3} \rightarrow 0
\end{aligned}
$$

At weight 6, the sequence is no longer short

$$
0 \rightarrow \mathcal{B}_{6} \rightarrow \mathcal{L}_{6} \rightarrow \mathcal{B}_{3} \wedge \mathcal{B}_{3} \oplus \mathcal{B}_{2} \otimes \mathcal{L}_{4} \rightarrow \bigwedge^{3} \mathcal{B}_{2} \rightarrow 0
$$

Roughly one can think that the function $I_{2,2,2}(x, y, z)$, for example, genuinely has depth 3 , and has a component in $\bigwedge^{3} \mathcal{B}_{2}$.

These exact sequences mean that ker $\bigoplus_{a, b \geq 2} \delta_{a, b}$ in $\mathcal{L}_{n}$ should equal (the image of) $\mathcal{B}_{n}$. So we can isolate and remove pure polylog terms using $\delta$. From the conjectural existence of these exact sequences, we get the following which is a version of Zagier's polylogarithm conjecture.

Conjecture 3.4.7 (Zagier). Any expressions which vanish under $\bigoplus_{a, b \geq 2} \delta_{a, b}$ can already be written in terms of polylogarithms only.

Indeed, we have the following easy calculation confirming that the image of $\mathcal{B}_{n}$ in $\mathcal{L}_{n}$ lands in kernel of $\bigoplus_{a, b \geq 2} \delta_{a, b}$.

Lemma 3.4.8. Under $\bigoplus_{a, b \geq 2} \delta_{a, b}, \mathrm{Li}_{n}(x)$ maps to 0 .
Proof. $\operatorname{Li}_{n}(x)$ is the iterated integral $I\left(0 ; x,\{0\}^{n-1} ; 1\right)$, up to sign and inversion of $x$ which we can ignore.

We will talk about the coproduct $\Delta$ of $I\left(0 ; x,\{0\}^{n-1} ; 1\right)$ using the semicircular polygon interpretation Remark 1.2.2. In order to get a degree $(\geq 2, \geq 2)$ component in $\Delta$, we can assume $n \geq 4$.

If there is no first vertex (not including the two end points, of course), we obtain one of the trivial terms in the coproduct

$$
1 \otimes I\left(0 ; x,\{0\}^{n-1} ; 1\right)
$$

The first vertex of the semicircular polygon must occur at $x$, otherwise it would be at one of the 0 's as follows

$$
I\left({\underset{\text { trivially } 0}{0 ; x, 0, \ldots, 0}}^{0} \ldots, 0 ; 1\right)
$$

We would then obtain an integral $I(0, \ldots, 0)=0$ in the right hand factor of the coproduct.
Now if the second vertex occurs after the second 0 , it looks like follows.

$$
I(0 ; \underbrace{x, 0,0, \ldots, 0}_{\text {a product }}, \ldots ; 1) .
$$

So we would obtain an integral $I(x, \underbrace{0, \ldots, 0}_{k \geq 2}, 0)=\frac{1}{k!} I(x, 0,0)^{k}$, which vanishes modulo products.
If the second vertex occurs at the second 0 , we cannot skip any more arguments, other we would obtain $I(0 ; 0 ; 0)=0$ or $I(0 ; 0 ; 1) \stackrel{\text { reg }}{=} 0$, as indicated

$$
I(0 ; x, 0,0, \underbrace{0, \ldots, 0}_{\text {trivially } 0} ; 1) \text { or } I(0 ; x, 0, \underbrace{0, \ldots, 0 ; 1}_{\text {regularises to } 0,}) \text {. }
$$

Therefore our choice of vertices is as follows,

$$
I(0 ; \stackrel{\downarrow}{x}, \stackrel{\downarrow}{0}, \stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0} ; 1),
$$

and we obtain the term

$$
I\left(0 ; x,\{0\}^{n-2} ; 1\right) \otimes \underbrace{I(0, x)}_{=1} I(x ; 0 ; 0) \underbrace{I(0,0) I(0,0) \cdots I(0,1)}_{=1}
$$

in the coproduct. Since the right hand factor is weight 1 , it does not contribute to $\bigoplus_{a, b \geq 2} \delta_{a, b}$.
Now it can only be the case that the second vertex occurs at the first 0 . But by the same logic, we cannot skip any more arguments. Our choice of vertices is as follows,

$$
I(0 ; \stackrel{\downarrow}{x}, \stackrel{\downarrow}{0}, \stackrel{\downarrow}{0}, \stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0} ; 1),
$$

and we obtain

$$
I\left(0 ; x,\{0\}^{n-1} ; 1\right) \otimes I(0, x) I(x, 0) I(0,0) \cdots I(0,1)
$$

which is nothing other than the other trivial term in the coproduct

$$
I\left(0 ; x,\{0\}^{n-1} ; 1\right) \otimes 1
$$

We see that there is no contribution to $\bigoplus_{a, b \geq 2} \delta_{a, b}$, so the claim holds.
The first example in which we get a result which does not vanish under $\delta$ is for the iterated integral $I_{3,1}(x, y)$, which has a non-trivial $\delta_{2,2}$ component.

Example 3.4.9 $\left(I_{3,1}(x, y)\right.$ under $\left.\delta_{2,2}\right)$. We compute the reduced coproduct $\Delta^{\prime}$ of $I_{3,1}(x, y)=$ $I(0, x, 0,0, y, 1)$ to consist of the following 8 terms.

$$
\begin{aligned}
& I(0, x, 1) \otimes I(x, 0,0, y, 1)+I(0, y, 1) \otimes I(0, x, 0,0, y)+I(0, x, 0,1) \otimes I(0, y, 1) I(x, 0,0)+ \\
& +I(0, x, 0,1) \otimes I(0,0, y, 1)+I(0, x, y, 1) \otimes I(x, 0,0, y)+I(0, x, 0,0,1) \otimes I(0, y, 1)+ \\
& +I(0, x, 0, y, 1) \otimes I(0,0, y)+I(0, x, 0, y, 1) \otimes I(x, 0,0)
\end{aligned}
$$

Of the 14 terms which should appear in the reduced coproduct, the other 6 are trivially 0 because one of the integrals involved has equal bounds $I(0, \ldots, 0)=0$.

We only want to consider the $\delta_{2,2}$ component, so we throw away all but the following 3 terms.

$$
I(0, x, 0,1) \otimes I(0, y, 1) I(x, 0,0)+I(0, x, 0,1) \otimes I(0,0, y, 1)+I(0, x, y, 1) \otimes I(x, 0,0, y)
$$

Computing $\Delta-\Delta^{\mathrm{op}}$ has the effect of replacing $\otimes$ by $\wedge$, when going to the Lie coalgebra. We also disregard products in the Lie coalgebra, so we obtain only

$$
I(0, x, 0,1) \wedge I(0,0, y, 1)
$$

The first of the 3 terms above is clearly a product in the second factor. But what happened to the third term? It also involves a product in the second factor since $I(x, 0,0, y)=\frac{1}{2} I(x, 0, y)^{2}$, using the shuffle product multiplication of iterated integrals.

We now try to convert this single remaining term back to more recognisable functions. We have $I(0, x, 0,1)=-\operatorname{Li}_{2}\left(\frac{1}{x}\right)$, and modulo products this is equivalent to $\operatorname{Li}_{2}(x)$ by the inversion relation. On the other hand we need to shuffle regularise $I(0,0, y, 1)$. We have that

$$
0=\underbrace{I(0,0,1)}_{=0} I(0, y, 1)=I(0, y, 0,1)+I(0,0, y, 1)
$$

so that

$$
I(0,0, y, 1)=-I(0, y, 0,1)=\operatorname{Li}_{2}\left(\frac{1}{y}\right)
$$

We can therefore replace $I(0,0, y, 1)$ by $-\operatorname{Li}_{2}(y)$ modulo products. This gives the final result that

$$
\delta_{2,2}\left(I_{3,1}(x, y)\right)=-\operatorname{Li}_{2}(x) \wedge \operatorname{Li}_{2}(y) .
$$

Remark 3.4.10. The result that $\delta_{2,2}\left(I_{3,1}(x, y)\right) \neq 0$ shows that it is not possible to express $I_{3,1}(x, y)$ in terms of the classical polylogarithm $\mathrm{Li}_{4}$. So at weight 4 a genuinely new function appears. However, certain combinations of $I_{3,1}$ 's can be made to vanish under $\delta_{2,2}$, which suggests that they should be expressible in terms of $\mathrm{Li}_{4}$ 's. For example,

$$
\delta_{2,2}\left(I_{3,1}(x, y)-I_{3,1}\left(\frac{1}{x}, \frac{1}{y}\right)\right)=0
$$

after using that $\operatorname{Li}_{2}\left(\frac{1}{x}\right) \stackrel{\amalg}{=}-\operatorname{Li}_{2}(x)$. Gangl Gan16 provides the following $\mathrm{Li}_{4}$ terms for this combination

$$
I_{3,1}(x, y)-I_{3,1}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\omega}{=} \operatorname{Li}_{4}\left([x]-[y]+3\left[\frac{x}{y}\right]\right)
$$

by working on the level of the symbol modulo products. Gangl Gan16 also finds many other similar identities and functional equations between weight 4 polylogarithms, using such an approach.

How to work with $\delta$ on the symbol? For the rest of this thesis we will be working almost exclusively with the symbol of MPL's. We would therefore like a way to work with some version of $\delta$ directly on the level of symbols, rather than having to go through the coproduct, and the Lie coalgebra.

Vergu Ver outlines how to work with the symbol modulo $\delta$. To compute $\delta$ of a weight $n$ symbol, we want to project the symbol to the various different weight $(k, n-k)$ pieces and assemble these into a final result. For clarity, write $\mathcal{S}_{n}$ to mean the space of weight $n$ symbols. To obtain a weight $(k, n-k)$ contribution from the symbol, we can gather the first $k$, and last $n-k$ tensor factors, and regard each of them as a symbol in their own right. In the Lie coalgebra $\mathcal{L}_{n}$, we work modulo products, so this will translate over to working with the symbol modulo products.

On symbols, we can therefore build $\delta$ up as the following composition

$$
\begin{aligned}
& \delta=\mathcal{S}_{n} \xrightarrow{\rho} \mathcal{S}_{n} \\
& \xrightarrow{\pi_{2, n-2} \oplus \cdots \oplus \pi_{n-2,2}} \mathcal{S}_{2} \otimes \mathcal{S}_{n-2} \oplus \cdots \oplus \mathcal{S}_{n-2} \otimes \mathcal{S}_{2} \\
& \xrightarrow{\rho \otimes \rho \oplus \cdots \oplus \rho \otimes \rho} \mathcal{S}_{n-2} \otimes \mathcal{S}_{2} \oplus \cdots \oplus \mathcal{S}_{n-2} \otimes \mathcal{S}_{2},
\end{aligned}
$$

Here $\rho$ is the operator which kills products from Definition 3.4.1 and Remark 3.4.2 and $\pi_{k, n-k}$ is the map which gathers the first $k$ factors of the tensor product together, and gathers the last $n-k$ factors of the tensor product together. Informally, perhaps, we should think about identifying $\mathcal{L}_{n}$ with $\rho\left(\mathcal{S}_{n}\right)$ to aid the intuition.

The following example of the calculation of $\delta$ in the weight 4 case is found in Vergu Ver.

Example 3.4.11. Let's see how $\delta$ acts on the symbol $a \otimes b \otimes c \otimes d$. As a first step we need to compute $a \otimes b \otimes c \otimes d$, modulo products. We get

$$
\begin{aligned}
a \otimes b \otimes c \otimes d \stackrel{\rho}{\mapsto} & a \otimes b \otimes c \otimes d-b \otimes a \otimes c \otimes d-b \otimes c \otimes a \otimes d-b \otimes c \otimes d \otimes a+ \\
& +c \otimes b \otimes a \otimes d+c \otimes b \otimes d \otimes a+c \otimes d \otimes b \otimes a-d \otimes c \otimes b \otimes a .
\end{aligned}
$$

Now gather the terms under $\pi_{2,2}$, to get

$$
\begin{aligned}
& \stackrel{\pi_{2,2}}{\longrightarrow}(a \otimes b) \otimes(c \otimes d)-(b \otimes a) \otimes(c \otimes d)-(b \otimes c) \otimes(a \otimes d)-(b \otimes c) \otimes(d \otimes a)+ \\
& \quad+(c \otimes b) \otimes(a \otimes d)+(c \otimes b) \otimes(d \otimes a)+(c \otimes d) \otimes(b \otimes a)-(d \otimes c) \otimes(b \otimes a) .
\end{aligned}
$$

We can quickly check that $\rho(a \otimes b)=a \wedge b$, so applying $\rho \otimes \rho$, gives after some cancelling and regrouping

$$
\begin{aligned}
& \stackrel{\rho \otimes \rho}{\longrightarrow} 2(a \wedge b) \otimes(c \wedge d)-2(c \wedge d) \otimes(a \wedge b) \\
& =2(a \wedge b) \wedge(c \wedge d)
\end{aligned}
$$

Therefore, on weight 4 symbols, we can compute $\delta$ as a kind of 8 -fold antisymmetrisation

$$
\delta(a \otimes b \otimes c \otimes d)=2(a \wedge b) \wedge(c \wedge d)
$$

as was discussed in GSVV10.
Example 3.4.12 ( $I_{3,1}(x, y)$ modulo $\left.\delta\right)$. We can apply the above to the symbol of $I_{3,1}(x, y)$, which is

$$
\begin{aligned}
\mathcal{S}\left(I_{3,1}(x, y)\right)= & \left(\frac{1-x}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{y}\right)+\left(\frac{1-x}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{y}\right) \otimes\left(\frac{1}{x}\right)+ \\
& +\left(\frac{1-x}{x}\right) \otimes\left(\frac{1}{x}\right) \otimes\left(\frac{1-y}{y}\right) \otimes y+\left(\frac{1-x}{x}\right) \otimes\left(\frac{1-y}{x-y}\right) \otimes\left(\frac{y}{x}\right) \otimes\left(\frac{1}{x}\right)+ \\
& +\left(\frac{1-x}{x}\right) \otimes\left(\frac{1-y}{x-y}\right) \otimes\left(\frac{y}{x}\right) \otimes y+\left(\frac{1-y}{y}\right) \otimes\left(\frac{y-x}{x}\right) \otimes\left(\frac{y}{x}\right) \otimes\left(\frac{1}{x}\right)+ \\
& +\left(\frac{1-y}{y}\right) \otimes\left(\frac{y-x}{x}\right) \otimes\left(\frac{y}{x}\right) \otimes y .
\end{aligned}
$$

There are a number of simplifications to make initially. For example, we have

$$
\left(\frac{1-x}{x} \wedge \frac{1}{x}\right)=-(1-x) \wedge x+x \wedge x=-(1-x) \wedge x
$$

which we may write as $\{x\}_{2}$ using the established shorthand. Similarly, we have

$$
\left(\frac{y}{x}\right) \wedge\left(\frac{1}{x}\right)=-(y \wedge x)+x \wedge x=-(y \wedge x) .
$$

Applying this to the first two terms of $\mathcal{S}\left(I_{3,1}(x, y)\right)$ gives (up to a factor of 2 )

$$
\{x\}_{2} \wedge\left(\frac{1}{x}\right) \wedge\left(\frac{1-y}{y}\right)+\{x\}_{2} \wedge\left(\frac{1-y}{y}\right) \wedge\left(\frac{1}{x}\right)=0
$$

Applying it to the fourth and fifth terms gives

$$
\left(\left(\frac{1-x}{x}\right) \wedge\left(\frac{1-y}{x-y}\right)\right) \wedge(x \wedge y)-\left(\frac{1-x}{x}\right) \wedge\left(\frac{1-y}{x-y}\right) \wedge(x \wedge y)=0
$$

And applying it to the sixth and seventh terms gives

$$
\left(\left(\frac{1-y}{y}\right) \wedge\left(\frac{y-x}{x}\right)\right) \wedge(x \wedge y)-\left(\left(\frac{1-y}{y}\right) \wedge\left(\frac{y-x}{x}\right)\right) \wedge(x \wedge y)=0 .
$$

The only term which survives is the third term, and on applying $\delta$ to the third term, we obtain

$$
-2\{x\}_{2} \wedge\{y\}_{2}
$$

So under $\delta$, we have

$$
\mathcal{S}\left(I_{3,1}(x, y)\right) \stackrel{\delta}{\mapsto}-2\{x\}_{2} \wedge\{y\}_{2}
$$

Notice that this agrees (upto an overall scaling) with the computation of $\delta_{2,2}\left(I_{3,1}(x, y)\right)$ from Example 3.4.9. once we make the usual identification $\{x\}_{2}$ with the symbol of $\operatorname{Li}_{2}(x)$, modulo products.

Remark 3.4.13. We can see quickly that the symbol of any pure polylogarithm $\mathrm{Li}_{n}(x)$ vanishes under $\delta$. The reason is simple: when $n \geq 4$, the last $n-1$ factors of $\mathcal{S}\left(\operatorname{Li}_{n}(x)\right)$ are all $x$. So applying $\rho$ to the second component of $\pi_{k, n-k}$ always yields 0 , since $n-k$ ranges from 2 to $n-2$. For smaller $n$, there
is not even enough room to split off the first and last two factors. This agrees with the result from Lemma 3.4.8.

The routine to compute the symbol modulo $\delta$ is built into Duhr's PolylogTools $\overline{\mathrm{PT}}$ package as del. As already observed there, there appears to be some choice of scaling to be made since del [CreateTensor $\left[I_{3,1}(x, y)\right]$ returns 'essentially' $-\{x\}_{2} \wedge\{y\}_{2}$, agreeing with Example 3.4.9. For the remainder of this thesis, any calculations involving $\delta$ will be done with Duhr's PolylogTools package to ensure consistency of results.

Notation 3.4.14. When computing with symbols $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, we shall say the symbols agree modulo $\delta$ and write $\mathcal{S}_{1} \stackrel{\delta}{=} \mathcal{S}_{2}$ to mean $\delta\left(\mathcal{S}_{1}\right)=\delta\left(\mathcal{S}_{2}\right)$. (See Appendix A $)$
By abuse of notation, we may also write $I \stackrel{\delta}{=} \mathcal{S}_{1}$ to mean the iterated integral $I$ has symbol $\mathcal{S}_{1}$ modulo $\delta$.

According to Zagier's conjecture, Conjecture 3.4.7. when working with the symbol modulo $\delta$ we should think that this is the symbol modulo the depth 1 terms $\mathrm{Li}_{n}$. Given the conjectural status of this result, we will typically say that some result which vanishes modulo $\delta$ is 'morally' expressible in terms of $\mathrm{Li}_{n}$ to avoid treating this conjecture as an inviolable truth. A similar construction appears to exists to work modulo depth 2 terms, or even higher by iterating and considering some 'version' of $\delta, \delta^{2}$, et cetera. I will touch on this slightly in Remark 7.8.2 although since $\delta^{2}=0$ on $\mathcal{L}$ 。, it is perhaps not entirely clear how this construction should be interpreted.

### 3.4.2.1 Nielsen polylogarithms and the kernel of $\delta$

Zagier's conjecture that the kernel of $\delta$ consists exactly of classical polylogarithms $\mathrm{Li}_{n}$, Conjecture 3.4.7. usually works very well in explicit computations. That is to say, given some combination with symbol $\mathcal{S}_{1}$ that vanishes modulo $\delta$, it is usually possible to generate a large enough set of 'good arguments' (through intuition, analogy with lower weight cases, or semi-exhaustive computation using packages like Danylo Radchenko's MESA MESA ) to find $\mathrm{Li}_{n}$ terms which agree with the symbol $\mathcal{S}_{1}$ modulo products.

However, there is a special class of iterated integrals which appears to be something of an obstruction to this. As Brown notes Bro, the a priori slightly larger class of Nielsen polylogarithms Nie09, also vanishes modulo $\delta$.

Definition 3.4.15 (Nielsen polylogarithm). The Nielsen polylogarithm $S_{n, p}(x)$ is defined by the iterated integral

$$
S_{n, p}(x):=(-1)^{p} I\left(0 ;\{1\}^{p},\{0\}^{n} ; x\right) .
$$

We readily compute the symbol of $S_{n, p}(x)$ to be

$$
\mathcal{S}\left(S_{n, p}(x)\right)=(-1)^{p}(1-x)^{\otimes p} \otimes x^{\otimes n}
$$

and observe that $S_{n-1,1}(x)=\operatorname{Li}_{n}(x)$ is the usual polylogarithm.

Proposition 3.4.16. Under $\delta$, the symbol of the Nielsen polylogarithm $S_{m, p}(x)$ of weight $n=m+p$ goes to 0 .

Proof. For weight $\leq 3, \delta$ always vanishes because there is not enough room to compute a non-trivial result. When weight $\geq 4$, we find that the first $p$ positions agree and last $m$ positions agree.

$$
\mathcal{S}\left(S_{m, p}(x)\right)= \pm \underbrace{(1-x) \otimes \cdots \otimes(1-x)}_{p \text { positions }} \otimes \underbrace{x \otimes \cdots \otimes x}_{m \text { positions }}
$$

The contribution for $(\rho \otimes \rho) \circ \pi_{k, n-k}$ is 0 whenever $k \leq p$ because the first $\rho$ vanishes. Otherwise, when $k>p$, we have $n-k<n-p=m$, to the contribution for $(\rho \otimes \rho) \circ \pi_{k, n-k}$ still vanishes because the second $\rho$ vanishes. Overall, all terms in $\delta \mathcal{S}\left(S_{m, p}(x)\right)$, vanish as claimed.

Remark 3.4.17. The truth of Conjecture 3.4.7 would imply that the Nielsen polylogarithms $S_{m, p}(x)$ can be expressed in terms of $\mathrm{Li}_{n}$. Indeed, we can give the following symbol level expression for $S_{2,2}(x)$

$$
\begin{aligned}
S_{2,2}(x) \stackrel{\mathcal{S}}{=} & \operatorname{Li}_{4}\left([x]-[1-x]+\left[\frac{x}{x-1}\right]\right)+ \\
& -\operatorname{Li}_{3}(x) \log (1-x)-\frac{1}{6} \log (x) \log (1-x)^{3}+\frac{1}{24} \log (1-x)^{4}
\end{aligned}
$$

Unfortunately, despite many extensive attempts, I have not been able to find a reduction of $S_{3,2}(x)$ to classical polylogarithms.

However, we can relate all of the different Nielsen polylogarithms in weight 5,6 and 7 back to $S_{n-2,2}(x)$ and $\operatorname{Li}_{n}(x)$, as follows. Generally it appears that $S_{a, b}(x) \stackrel{\amalg}{=}-S_{b, a}(1-x)$. Then the remaining cases are

$$
\begin{aligned}
& S_{3,3}(x) \stackrel{\text { 巴 }}{=} 2 \operatorname{Li}_{6}(1-x)+\frac{1}{2} S_{4,2}\left([x]-3[1-x]-\left[\frac{x}{x-1}\right]\right) \\
& S_{4,3}(x) \stackrel{\text { 巴 }}{=} \operatorname{Li}_{7}\left(-3[x]+2[1-x]-3\left[\frac{x}{x-1}\right]\right)+S_{5,2}\left([x]-[1-x]+\left[\frac{x}{x-1}\right]\right)
\end{aligned}
$$

Somehow $S_{n-2,2}(x)$ and $\operatorname{Li}_{n}(x)$ seem to be the 'basic' functions which vanish modulo $\delta$, in weight $\leq 7$. Therefore the question of characterising ker $\delta$ here is reduced to determining whether or not $S_{n-2,2}(x)$ can be expressed in terms of the classicl polylogarithm $\operatorname{Li}_{n}(x)$. Starting at weight 8 further obstructions appear, for example $S_{5,3}(x)$ does not seem to be expressible in terms of $S_{n-2,2}(x)$ and $\mathrm{Li}_{n}$, without searching again for yet more 'good arguments'.

When studying weight $\geq 5$ multiple polylogarithm functional equations in Chapter 4 and Chapter 7 we will explicitly allow Nielsen $S_{n-2,2}(x)$ terms when attempting to find the terms missing 'depth 1' terms in symbol level identities. That is to say, we shall leave resolving the question of whether $\mathrm{Li}_{n}$ is exactly the kernel of $\delta$ as a problem for future investigation. Indeed, without yet having a reduction of $S_{3,2}(x)$ to $L i=_{5}$ 's, there are definitely times when Nielsen terms appear to be necessary, starting already in Section 4.2.1.3.

Remark 3.4.18. Finally, it is curious to note that modulo $\amalg$, we have

$$
S_{n-2,2}(x) \stackrel{\amalg}{=} I_{n-1,1}(1, x)+n \operatorname{Li}_{n}(x)
$$

So that the Nielsen polylogarithm $S_{n-2,2}(x)$ can be expressed via some kind of 'single-variable' depth 2 integral.

## Chapter 4

## Relating weight 5 MPL's

In this chapter we shall investigate the symmetries and relations between various weight 5 MPL's, following previous investigations by Gangl Gan16 in the weight 4 case. We try to motivate this investigation by claiming that in order to understand the weight 5 polylogarithm, one really needs to understand how it fits into the broader context of weight 5 multiple polylogarithms (Section 4.1.1).

From the start, we restrict to a relatively small but potentially interesting set of arguments of the form $\left[\operatorname{cr}\left(a, b, c, d_{1}\right), \ldots, \operatorname{cr}\left(a, b, c, d_{k}\right)\right]$ ("coupled cross-ratios", Notation 4.1.1. We discuss the potential computational difficulties (memory and CPU time, Section 4.1.3.1) in finding all relations between iterated integrals with these arguments, and some of the strategies to minimise these such as the "numerical valuations" idea from Danylo Radchenko.

We start by looking for symmetries, and short functional equations, for the weight 5 depth 2 iterated integrals. We do this first for $I_{4,1}$ using 'coupled cross-ratio' arguments, modulo $\delta$ (Section 4.2.1). Then we try to lift them to identities for $I_{4,1}$ holding modulo products Section 4.2.1.3, and even on the level of the symbol Section 4.2.1.1 Section 4.2.1.2. We encounter an 'obstruction' in the form of Nielsen polylogarithms when trying to lift some of these identities Section 4.2.1.3. We then repeat this process for the multiple polylogarithm $I_{3,2}$ Section 4.2.2 , and we determine how $I_{4,1}$ and $I_{3,2}$ relate Section 4.2.2.3

Next we will investigate identities holding between depth 3 MPL's using 'coupled cross-ratio' arguments Section 4.3). We look for identities on $I_{3,1,1}$ modulo $\delta$ Section 4.3.1). However, it turns out that allowing a small selection of $I_{3,2}$ terms (but not so many as to make everything trivial) drastically simplifies the structure of the relations amongst depth 3 MPL's Section 4.3.2 onwards). We can even explicitly lift the identities for $I_{3,1,1} \bmod I_{3,2}$ to identities modulo products Section 4.3.2.2 Moreover, we find the curious result Theorem 4.3.18 that any depth 3 MPL is equivalent modulo these $I_{3,2}$ terms to a sum over any other depth 3 MPL.

Finally, we indicate some results which occur at higher depths, such as a reduction of $I_{2,1,1,1}$ to $I_{3,1,1}$ 's, and some short functional equations for $I_{1,1,1,1,1}$ Section 4.4. We also suggest a larger set of arguments which might lead to 'better' identities between weight 5 MPL's Section 4.4.3.

### 4.1 Introduction

### 4.1.1 Motivation

In order to understand better the behaviour of the weight 5 polylogarithm $\mathrm{Li}_{5}$, it becomes important to understand how it fits into the more general picture of multiple polylogarithms. For example, in Section 7.4 an idea of Goncharov's will let us find functional equations for $\mathrm{Li}_{5}$ by studying the iterated integral $I_{4,1}$. The pure polylogarithms $\mathrm{Li}_{n}$ cannot be treated in isolation without losing far too much of the important structure which comes from the multiple polylogarithms. Indeed, Gangl has made a similar study of the weight 4 case Gan16, and by understanding how certain combinations of depth 2 iterated integrals relate has been able to find a highly generic $\mathrm{Li}_{4}$ functional equation using Goncharov's idea for weight 4. This will again be discussed in Chapter 7

### 4.1.2 Notation and goal

We will initially look at symmetries of iterated integrals $I_{a_{1}, \ldots, a_{n}}\left(x_{1}, \ldots, x_{n}\right)$, where the arguments are cross-ratios. There are two main reasons for restricting to this choice of arguments. The first reason is that Gangl Gan16 has had a great deal of success analysing such arguments in the weight 4 case. A second, deeper, reason for this choice of arguments has to do with the connection to the geometry of the moduli space $\mathfrak{M}_{0, n}$, of $n$ marked points on $\mathbb{P}^{1}$, with cross-ratios providing a natural choice of coordinates on $\mathfrak{M}_{0, n}$. For further details of the connection between multiple polylogarithms and $\mathfrak{M}_{0, n}$, see Section 6 of Bro09. In particular, Corollary 6.17 of Bro09], shows that every iterated integral on $\mathfrak{M}_{0, n}$ can be expressed as a sum of products of multiple polylogarithms of the form

$$
\operatorname{Li}_{n_{1}, \ldots, n_{r}}\left(\frac{x_{j_{1}} \cdots x_{\ell}}{x_{j_{2}} \cdots x_{\ell}}, \ldots, \frac{x_{j_{r-1}} \cdots x_{\ell}}{x_{j_{r}} \cdots x_{\ell}}, \ldots, x_{j_{r}} \cdots x_{\ell}\right)
$$

and $\operatorname{logarithms} \log \left(x_{1}\right), \ldots, \log \left(x_{\ell}\right)$, where $x_{1}, \ldots, x_{\ell}$ are cubical coordinates on $\mathfrak{M}_{0, n}$, and $1 \leq$ $j_{1}, \ldots, j_{r} \leq \ell$ are any indices.

Given 4 points $a, b, c, d$, we will abbreviate the cross-ratio as follows

$$
a b c d:=\operatorname{cr}(a, b, c, d)=\frac{a-c}{a-d} / \frac{b-c}{b-d} .
$$

Then if we have an iterated integral with cross-ratio arguments $I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1}, a b c d_{2}, \ldots, a b c d_{k}\right)$, we will abbreviate this to

$$
I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1} d_{2} \ldots d_{k}\right):=I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1}, a b c d_{2}, \ldots, a b c d_{k}\right) .
$$

For example

$$
I_{3,2}(a b c d e)=I_{3,2}(\operatorname{cr}(a, b, c, d), \operatorname{cr}(a, b, c, e))
$$

This does have the effect of strongly coupling the variables together, and so restricts the scope for finding identities and relations. But at the same time, this gives us a tractable set of arguments to work with initially, so that the task of finding relations is not hopelessly open-ended.

Notation 4.1.1 (Coupled cross-ratio arguments). We will call arguments of the form $[a b c d, a b c e]=$ $[\operatorname{cr}(a, b, c, d), \operatorname{cr}(a, b, c, e)]$, or more generally $\left[a b c d_{1}, \ldots, a b c d_{k}\right]=\left[\operatorname{cr}\left(a, b, c, d_{1}\right), \ldots, \operatorname{cr}\left(a, b, c, d_{k}\right)\right]$, coupled cross-ratio arguments.

From here we can expand to relations between different iterated integrals, using a similar set up with cross-ratio arguments.

We will look for symmetries and relations with varying levels of accuracy. On the coarsest level, we will look modulo $\delta$, meaning (roughly) the identities hold modulo depth 1 terms, i.e. modulo $\mathrm{Li}_{n}$. With persistence maybe these identities can be upgraded to identities holding modulo W , that is modulo products. In some cases it may even be possible to find identities which hold on the level of the symbol exactly.

It does not (quite) make sense to look for identities holding 'modulo $\delta^{2}$ ' since one expects that every iterated integral at weight 5 can already be written in terms of $I_{5}, I_{3,2}$ and $I_{2,3}$ by eliminating the indices 1. This would mean that every weight 5 iterated integral vanishes 'modulo $\delta^{2}$ '. This is investigated in more depth in Section 5.3 However, it could be worth asking for relations which hold true modulo depth 2 integrals with our (relatively) simple choice of cross-ratio arguments.

### 4.1.3 Strategy for finding relations

The basic strategy for finding relations between these types of iterated integrals is to apply brute-force linear algebra. For example, to find relations for $I_{4,1}$ modulo $\delta$, form the linear combination

$$
T=\sum_{\sigma \in S_{\{a, b, c, d, e\}}} c_{\sigma} I_{4,1}(\sigma \cdot a b c d e) .
$$

Then compute the symbol $\mathcal{S}(T)$, and reduce modulo $\delta$. Setting this combination to 0 produces a linear system of equations for the coefficients $c_{\sigma}$, which can then be solved to find relations for $I_{4,1}$ modulo $\delta$.

### 4.1.3.1 Dealing with 'potentially' large systems of equations

This method of brute-force computing the symbol and setting up a large system of equations works insofar as low depth, low weight integrals can be analysed like this. The main bottle-neck initially is computing the symbol of each term. Already the symbol of $I_{4,1}(a b c d e)$ modulo $\delta$ involves 4536 terms when fully expanded out to elementary tensors. Summing over $5!=120$ different permutations of $a b c d e$ involves over half a million terms, taking up nearly 700 MB of memory. The intermediate calculations in Mathematica require 4.6 GB of memory. For a higher depth integral like $I_{3,1,1}$, the symbol for a single term of $I_{3,1,1}(a b c d e f)$ modulo $\delta$ has 23256 terms. Then we would sum over $6!=720$ different terms, so the result would be approximately 30 times bigger already.

This large number of terms feeds into the next bottle-neck. The resulting system of equations is hideously over-determined. In the case of $I_{4,1}$ modulo $\delta$, by setting the sum $\mathcal{S}(T)=0$ modulo $\delta$, we
obtain 45360 equations for the $5!=120$ variables $c_{\sigma}$. Even removing exact duplicates still leads to 4200 equations. But the rank of the resulting matrix is only 20 , meaning 4180 of these equations are completely redundant!

Numerical valuations: From discussions with Danylo Radchenko, I learned of a better way to generate the system of equations for the $c_{\sigma}$. Given a symbol (modulo $\amalg$, modulo $\delta$, or otherwise) $s \in \bigotimes_{n} \mathbb{Q}\left(x_{1}, \ldots, x_{\ell}\right)^{*}$ one specialises each $x_{1}, \ldots, x_{\ell}$ to some sufficiently generic tuple of rationals (or even integers), giving a map $\bigotimes_{n} \mathbb{Q}\left(x_{1}, \ldots, x_{\ell}\right)^{*} \rightarrow \bigotimes_{n} \mathbb{Q}^{*}$. In this context generic means no pairs $x_{i}=x_{j}$ are allowed, and all $x_{i}$ are away from poles of factors of $s$.

Now choose a set of $n$ primes $p_{1}, \ldots, p_{n}$, and compute the valuation $\nu_{p_{i}}$ of tensor factor $i$ with respect to prime $p_{i}$, and take the product of the results. This gives a map $\bigotimes_{n} \mathbb{Q}^{*} \rightarrow \mathbb{Q}^{*}$. (Remember that we treat tensors as multiplicative rather than additive in each slot $(a b) \otimes c=a \otimes c+b \otimes c$.) On an elementary tensor $q_{1} \otimes \cdots \otimes q_{n} \in \mathbb{Q}^{\otimes n}$, we obtain

$$
q_{1} \otimes \cdots \otimes q_{n} \mapsto \nu_{p_{1}}\left(q_{1}\right) \cdots \nu_{p_{n}}\left(q_{n}\right) .
$$

Overall we obtain a map $N=N_{x_{1}, \ldots, x_{\ell}, p_{1}, \ldots, p_{n}}: \bigotimes_{n} \mathbb{Q}\left(x_{1}, \ldots, x_{\ell}\right)^{*} \rightarrow \mathbb{Q}^{*}$, by extending formally to symbols which are linear combinations of elementary tensors.

Applying this construction to $\mathcal{S}(T)=0$, above, leads to

$$
\sum_{\sigma \in S_{\{a, b, c, d, e\}}} c_{\sigma} \underbrace{N\left(\mathcal{S}\left(I_{4,1}(\sigma \cdot a b c d e)\right)\right)}_{\in \mathbb{Q}}=0
$$

So for each choice of specialisations, and primes, we produce one equation for the $c_{\sigma}$. By choosing different specialisations and/or different primes, we obtain further equations for the $c_{\sigma}$. The linear system can therefore be built up one equation at a time until the rank stabilises, and no new equations for the $c_{\sigma}$ arise.

Generating the system of equations this way had further advantages over the brute-force 'compute and expand out the symbol' approach.

Firstly, the symbol of $I_{4,1}(\sigma \cdot a b c d e)$ arises by plugging suitable arguments (namely, $\sigma \cdot a b c d$, and $\sigma \cdot a b c e)$ into $I_{4,1}(x, y)$. So we can compute $N\left(\mathcal{S}\left(I_{4,1}(\sigma \cdot a b c d e)\right)\right)$ by first specialising the arguments, then using the numerical valuation coming from $I_{4,1}(x, y)$. This means we only need to compute the symbol of $I_{4,1}$ once, but can use it again and again for new choices of arguments. Moreover, the map $N$ does not depend on the particular presentation chosen for the symbol, so we are free to use the most compact version we can.

For example, the version of the symbol produced by Goncharov's tree definition Section 3.3.1 is significantly shorter than than the version produced by Duhr's PolylogTools package. Not least of which this is because Duhr's package necessarily must reduce the symbol to elementary tensors before returning the result. Instead, I can implement my own version of Goncharov's tree definition to
compute the symbol for these calculations. I find (of course!) that it agrees with Duhr's results in every case, whilst making some of computations much more efficient.

Another advantage comes from noticing that the calculations of $N$ for different specialisations, and for different primes, are completely independent. Therefore multiple calculations of $N$ can be run in parallel, further reducing the computation time of the system of equations for $c_{\sigma}$.

### 4.1.3.2 Finding 'short' relations

Besides generating the matrix, another difficulty lies in finding 'nice' relations. Typically one wants relations with integer coefficients (or rationals with small very small denominators). Moreover, one wants relations with relatively few terms, roughly meaning short null vectors in one metric or another.

Gaussian elimination to find the nullspace of the resulting matrix will not lead to particularly nice relations. One can try to use LLL reduction to find 'better' integer basis for the nullspace. In Mathematica MA this can be done with the command LatticeReduce. Better results can be obtained by passing the matrix to GP/Pari $\overline{\mathrm{GP}}$, for processing with the matkerint command.

These routines do not guarantee the shortest possible relations, but in practice they typically work well enough to identity very short relations. Due to the setup of the problem, any permutation of arguments $a b c d e$ in an identity necessarily produces another identity. By finding a short null-vector, and generating further short null-vectors in the null-space, one can LatticeReduce several times to try to find the shortest possible relations.

### 4.2 Depth 2 iterated integrals

At depth 2, there are four iterated integrals to consider, namely $I_{4,1}, I_{3,2}, I_{2,3}$ and $I_{1,4}$. In some sense, $I_{4,1}$ is the simplest of these, having the shortest symbol, so it is best to start there.

### 4.2.1 Relations for $I_{4,1}$ modulo $\delta$

Firstly we look for relations which hold modulo products, and depth 1 terms. That is modulo $\delta$. We find some simple two term identities of the following form.

Identity 4.2.1. Modulo $\delta$, we have

$$
\begin{align*}
& I_{4,1}(a b c(d e)) \stackrel{\delta}{=} I_{4,1}(a b c(e d))  \tag{4.2.1a}\\
& I_{4,1}((a b) c d e) \stackrel{\delta}{=}-I_{4,1}((b a) c d e) \tag{4.2.1b}
\end{align*}
$$

Remark 4.2.2. In these identities, and any subsequent ones, the bracketing of cross-ratio arguments is only for emphasis. It is there only to help identify which variables in the cross-ratios have changed.

Converting back from cross-ratios to rational functions, by setting $a=\infty, b=0, c=1, d=x$ and $e=y$, we can write these identities as

$$
\begin{align*}
& I_{4,1}(x, y) \stackrel{\delta}{=} I_{4,1}(y, x) \\
& I_{4,1}(x, y) \stackrel{\delta}{=}-I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)
\end{align*}
$$

We will see identities like Equation $4.2 .1 \mathrm{~b}^{\prime}$ occur for all of the depth 2 iterated integrals $I_{a, b}$. Indeed, Chapter 6 deals with providing a general proof of this result, and lifting a certain subclass of identities, those for $I_{n, 1}$ to full numerically testable identities.

Potentially more interesting is the following cyclically symmetric identity
Identity 4.2.3. Modulo $\delta$ we have

$$
\begin{equation*}
\mathrm{Cyc}_{a, b, c} I_{4,1}((a b c) d e)=I_{4,1}((a b c) d e)+I_{4,1}((b c a) d e)+I_{4,1}((c a b) d e) \stackrel{\delta}{=} 0 \tag{4.2.2}
\end{equation*}
$$

Or equivalently,

$$
I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{1-x}, \frac{1}{1-y}\right)+I_{4,1}\left(1-\frac{1}{x}, 1-\frac{1}{y}\right) \stackrel{\delta}{=} 0 .
$$

The above identities hold modulo $\delta$, which morally means modulo $\mathrm{Li}_{5}$ terms and products. We should try to find the missing $\mathrm{Li}_{5}$ terms in order to get identities which hold modulo $\boldsymbol{\text { . }}$
4.2.1.1 $\mathrm{Li}_{5}$ and product terms for symmetry $I_{4,1}(x, y) \stackrel{\delta}{=} I_{4,1}(y, x)$

Identity 4.2.4. Modulo $ш$ we have

$$
\left.I_{4,1}(a b c(d e)) \stackrel{\amalg}{=} I_{4,1}(a b c(e d))\right)
$$

so Equation 4.2.1a holds modulo $\amalg$ already.

Or equivalently

$$
I_{4,1}(x, y) \stackrel{\amalg}{=} I_{4,1}(y, x)
$$

A similar result is observed by Gangl in Gan16 at weight 4, where it is stated that $I_{3,1}(x, y) \stackrel{m}{=}$ $-I_{3,1}(y, x)$. Both of these symmetries are instances of the following general result.

Proposition 4.2.5. The following identity holds exactly for the iterated integrals.

$$
\begin{equation*}
I_{n, 1}(x, y)-(-1)^{n} I_{n, 1}(y, x)=(-1)^{n} \sum_{i=1}^{n}(-1)^{i} I_{i}(x) I_{n+1-i}(y) \tag{4.2.3}
\end{equation*}
$$

So modulo Ш, we obtain

$$
I_{n, 1}(x, y) \stackrel{\amalg}{=}(-1)^{n} I_{n, 1}(y, x)
$$

Proof. We firstly convert this to a result on differential forms, then we can use that the product of iterated integrals is just the shuffle product of the word describing the differential forms, as in the
shuffle product property of Property 1.1.13 On the right hand side of Equation 4.2.3 ignoring the factor $(-1)^{n}$, we have

$$
\sum_{i=1}^{n}(-1)^{i} I_{i}(x) I_{n+1-i}(y)=\sum_{i=1}^{n}(-1)^{i} I\left(0 ; x,\{0\}^{i-1} \mid 1\right) I\left(0 \mid y,\{0\}^{n-i} ; 1\right)
$$

So really we want to evaluate the following combination of differential words

$$
\sum_{i=1}^{n}(-1)^{i}\left(x 0^{i-1}\right) ш\left(y 0^{n-i}\right) .
$$

By explicitly multiplying out and checking cases $n<3$, we can assume $n \geq 3$ without loss of generality. Then we can separate the $i=1$ and $i=n$ terms of the sum to obtain

$$
=-x \amalg\left(y 0^{n-1}\right)+(-1)^{n}\left(x 0^{n-1}\right) ш y+\sum_{i=2}^{n-1}(-1)^{i}\left(x 0^{i-1}\right) ш\left(y 0^{n-i}\right) .
$$

Using the recursive definition of the shuffle product, we have

$$
\left(x 0^{i-1}\right) ш\left(y 0^{n-i}\right)=\left(x 0^{i-2} \amalg\left(y 0^{n-i}\right)\right) 0+\left(\left(x 0^{i-1}\right) \amalg\left(y 0^{n-1-i}\right)\right) 0 .
$$

Plugging this back into the sum, we obtain

$$
\begin{aligned}
=-x \amalg\left(y 0^{n-1}\right)+(-1)^{n}\left(x 0^{n-1}\right) \amalg y+\sum_{i=2}^{n-1} & \left((-1)^{i}\left(x 0^{i-2} ш\left(y 0^{n-i}\right)\right) 0+\right. \\
& \left.-(-1)^{i+1}\left(\left(x 0^{i-1}\right) ш\left(y 0^{n-(i+1)}\right)\right) 0\right) .
\end{aligned}
$$

But now this sum telescopes, leaving only

$$
\left.=-x \amalg\left(y 0^{n-1}\right)+(-1)^{n}\left(x 0^{n-1}\right) \amalg y+\left(\left(x \amalg\left(y 0^{n-2}\right)\right) 0-(-1)^{n}\left(\left(x 0^{n-2}\right) \amalg y\right) 0\right)\right) .
$$

Finally we can rearrange the recursive definition of the shuffle product to get

$$
\begin{aligned}
-x \amalg\left(y 0^{n-1}\right)+\left(x Ш\left(y 0^{n-2}\right)\right) 0 & =-\left(\emptyset ш y 0^{n-1}\right) x \\
\left(x 0^{n-1}\right) Ш y-\left(\left(x 0^{n-2}\right) ш y\right) 0 & =\left(x 0^{n-1} ш \emptyset\right) y .
\end{aligned}
$$

Plugging these into the previous shows that the right hand side is

$$
=-\left(\emptyset ш\left(y 0^{n-1}\right)\right) x+\left(\left(x 0^{n-1}\right) ш \emptyset\right) y=-\left(y 0^{n-1} x\right)+(-1)^{n}\left(x 0^{n-1} y\right)
$$

Taking the iterated integral of this result shows that

$$
\begin{aligned}
& \sum_{i=1}^{n}(-1)^{i} I\left(0 ; x,\{0\}^{i-1} ; 1\right) I\left(0 ; y,\{0\}^{n-i} ; 1\right)= \\
& \quad-I\left(0 ; y\{0\}^{n-1} x ; 1\right)+(-1)^{n} I\left(0 ; x\{0\}^{n-1} y ; 1\right)
\end{aligned}
$$

Multiplying by $(-1)^{n}$, and using the usual shorthand notation $I_{a, b}(x, y) \leftrightarrow I\left(0 ; x\{0\}^{a-1} y\{0\}^{b-1} ; 1\right)$, gives the desired identity.

So in fact we can add the missing product terms to get an identity which holds on the level of the symbol. For psychological reasons, one might prefer to write this in terms of the usual polylogarithms, rather than depth 1 iterated integrals. This can be done using the equivalence

$$
\operatorname{Li}_{n}(x)=-I_{n}\left(\frac{1}{x}\right) .
$$

Identity 4.2.6. The following identity holds on the level of the symbol.

$$
I_{4,1}(x, y)-I_{4,1}(y, x) \stackrel{\mathcal{S}}{=}-\operatorname{Li}_{1}\left(\frac{1}{x}\right) \operatorname{Li}_{4}\left(\frac{1}{y}\right)+\operatorname{Li}_{2}\left(\frac{1}{x}\right) \operatorname{Li}_{3}\left(\frac{1}{y}\right)-\operatorname{Li}_{3}\left(\frac{1}{x}\right) \operatorname{Li}_{2}\left(\frac{1}{y}\right)+\operatorname{Li}_{4}\left(\frac{1}{x}\right) \operatorname{Li}_{1}\left(\frac{1}{y}\right)
$$

More generally, the following holds on the level of the symbol.

$$
I_{n, 1}(x, y)-(-1)^{n} I_{n, 1}(y, x) \stackrel{\mathcal{S}}{=} \sum_{i=1}^{n}(-1)^{n-i} \operatorname{Li}_{i}\left(\frac{1}{x}\right) \operatorname{Li}_{n+1-i}\left(\frac{1}{y}\right)
$$

4.2.1.2 $\mathrm{Li}_{5}$ and product terms for symmetry $I_{4,1}(x, y) \stackrel{\delta}{=}-I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)$

The identity in Equation 4.2.1b does not hold modulo $\amalg$, so we do need to find $\mathrm{Li}_{5}$ terms which make it hold. Some brief searching with Mathematica uncovers the necessary $\mathrm{Li}_{5}$ terms, giving the following result.

Identity 4.2.7. The following identity holds modulo products.

$$
I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\varpi}{=} \operatorname{Li}_{5}\left(-[x]-[y]-4\left[\frac{x}{y}\right]\right)
$$

This identity should be compared with the corresponding weight 4 identity in Gan16, which states

$$
I_{3,1}(x, y)-I_{3,1}\left(\frac{1}{x}, \frac{1}{y}\right)=\operatorname{Li}_{4}\left([x]-[y]+3\left[\frac{x}{y}\right]\right) .
$$

With some further searching, we can find product terms which make the identity hold exactly on the level of the symbol.

Identity 4.2.8. The following identity holds exactly on the level of the symbol.

$$
\begin{aligned}
& I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\mathcal{S}}{=} \operatorname{Li}_{5}\left(-[x]-[y]-4\left[\frac{x}{y}\right]\right)+ \\
& \quad+\operatorname{Li}_{4}(y) \log (x)-\frac{1}{2!} \operatorname{Li}_{3}(y) \log ^{2}(x)+\frac{1}{3!} \operatorname{Li}_{2}(y) \log ^{3}(x)-\frac{1}{4!} \operatorname{Li}_{1}(y) \log ^{4}(x)+ \\
& \quad+\operatorname{Li}_{4}\left(\frac{x}{y}\right) \log \left(\frac{x}{y}\right)+\frac{1}{5!}\left(\log ^{5}\left(\frac{x}{y}\right)-\log ^{5}(x)\right)
\end{aligned}
$$

Again, this should be compared with the symbol level identity for $I_{3,1}(x, y)-I_{3,1}\left(\frac{1}{x}, \frac{1}{y}\right)$ presented in Gan16. Even if not exactly equivalent, these two identities overwhelmingly share the same structures. The similarities between these identities at weight 4 and weight 5 will be explored further in Chapter 6 There, a general symbol level identity which holds for any iterated integral $I_{a, b}(x, y)$ will be proven. Moreover using slices of the multiple polylogarithm coproduct, the $I_{n, 1}(x, y)$ case will be lifted to a candidate numerically testable identity, like Duhr does using Gangl's weight 4 identity for $I_{3,1}(x, y)$.
4.2.1.3 $\quad \mathrm{Li}_{5}$ and Nielsen terms for relation $\mathrm{Cyc}_{\{a, b, c\}} I_{4,1}((a b c) d e) \stackrel{\delta}{=} 0$

The 3-term identity in Equation 4.2.2 also needs $\mathrm{Li}_{5}$ terms to complete it to an identity which holds modulo $\boldsymbol{m}$. But here we encounter our first surprise! At weight $\geq 5$, it is only a rule of thumb that vanishing modulo $\delta$ means $\mathrm{Li}_{5}$ terms (hence the 'morally' everywhere). As Brown notes Bro, the class of functions which vanish modulo $\delta$ is strictly larger than $\mathrm{Li}_{n}$ in general - one also needs to introduce Nielsen polylogarithms (see Section 3.4.2.1).

In this case we find the following $\mathrm{Li}_{5}$ and Nielsen terms.

Identity 4.2.9. The following identity holds modulo products.

$$
\begin{aligned}
I_{4,1}(x, y)+I_{4,1}\left(1-\frac{1}{x}, 1-\frac{1}{y}\right)+I_{4,1}\left(\frac{1}{1-x}, \frac{1}{1-y}\right) \stackrel{\amalg}{=} & -2 \operatorname{Li}_{5}\left(\frac{x}{y}\right)-2 \operatorname{Li}_{5}\left(\frac{1-y}{1-x}\right)-2 \operatorname{Li}_{5}\left(\frac{y(1-x)}{x(1-y)}\right)+ \\
& -2 \operatorname{Li}_{5}(x)-\operatorname{Li}_{5}\left(1-\frac{1}{x}\right)+S_{3,2}(x)+ \\
& -2 \operatorname{Li}_{5}(y)-\operatorname{Li}_{5}\left(1-\frac{1}{y}\right)+S_{3,2}(y)
\end{aligned}
$$

Notice here that the other leading terms arise from symmetrising $-2 \operatorname{Li}\left(\frac{x}{y}\right)$ under the 3 -fold symmetry $(x, y) \mapsto\left(1-\frac{1}{x}, 1-\frac{1}{y}\right)$ which manifests on the left hand side. We can make this symmetry fully manifest on the right hand side too, at the expense of using a large number of Nielsen terms.

Identity 4.2.10. The following, fully symmetric, identity holds modulo products.

$$
\begin{aligned}
& I_{4,1}(x, y)+I_{4,1}\left(1-\frac{1}{x}, 1-\frac{1}{y}\right)+I_{4,1}\left(\frac{1}{1-x}, \frac{1}{1-y}\right) \stackrel{\omega}{=}-2\left(\operatorname{Li}_{5}\left(\frac{x}{y}\right)+\operatorname{Li}_{5}\left(\frac{1-y}{1-x}\right)+\operatorname{Li}_{5}\left(\frac{y(1-x)}{x(1-y)}\right)\right)+ \\
& \quad-\operatorname{Li}_{5}(x)-\operatorname{Li}_{5}\left(1-\frac{1}{x}\right)-\operatorname{Li}_{5}\left(\frac{1}{1-x}\right)+\frac{1}{3}\left(S_{3,2}(x)+S_{3,2}\left(1-\frac{1}{x}\right)+S_{3,2}\left(\frac{1}{1-x}\right)\right)+ \\
& \quad-\operatorname{Li}_{5}(y)-\operatorname{Li}_{5}\left(1-\frac{1}{y}\right)-\operatorname{Li}_{5}\left(\frac{1}{1-y}\right)+\frac{1}{3}\left(S_{3,2}(y)+S_{3,2}\left(1-\frac{1}{y}\right)+S_{3,2}\left(\frac{1}{1-y}\right)\right)
\end{aligned}
$$

Or more compactly,

$$
\begin{aligned}
& \mathrm{Cyc}_{\{a, b, c\}} I_{4,1}((a b c) d e) \stackrel{\mathrm{m}}{=} \mathrm{Cyc}_{\{a, b, c\}}\left(-2 \operatorname{Li}_{5}(b a d e)+\right. \\
& \left.\quad-\mathrm{Li}_{5}(a b c d)+\frac{1}{3} S_{3,2}(a b c d)-\operatorname{Li}_{5}(a b c e)+\frac{1}{3} S_{3,2}(a b c e)\right) .
\end{aligned}
$$

In particular, we have the following identities for Nielsen polylogarithms from which the above symmetrisation can be built.

Identity 4.2.11. The following identities hold modulo products, expressing combinations of weight 5 Nielsen's in terms of $\mathrm{Li}_{5}$ 's.

$$
\begin{aligned}
S_{3,2}(x)+S_{3,2}\left(\frac{1}{x}\right) & \stackrel{\varpi}{=} 3 \operatorname{Li}_{5}(x) \\
S_{3,2}(x)+S_{3,2}(1-x) & \stackrel{\text { ש }}{=} \operatorname{Li}_{5}(x)+\operatorname{Li}_{5}\left(\frac{1}{1-x}\right)+\operatorname{Li}_{5}\left(1-\frac{1}{x}\right)
\end{aligned}
$$

### 4.2.1.4 Rank of relations for $I_{4,1}$ modulo $\delta$

By considering the relations arising under all permutations of the arguments abcde, we obtain the following table which counts the number of linearly independent relations arising from each initial relation.

| $I_{4,1}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.2.1a | 2 | 60 |
| Equation 4.2.1b | 2 | 60 |
| Equation 4.2.2 | 3 | 40 |
| Overall rank |  | 100 |

### 4.2.2 Relations for $I_{3,2}$ modulo $\delta$, and the connection to $I_{4,1}$

### 4.2.2.1 Symmetries of $I_{3,2}$ modulo $\delta$

As hinted at above, in Equation 4.2.1b and Section 4.2.1.2 we expect a symmetry from inverting the arguments. Indeed we have this.

Identity 4.2.12. Modulo $\delta$, the following symmetry holds for $I_{3,2}$.

$$
\begin{equation*}
I_{3,2}((a b) c d e) \stackrel{\delta}{=}-I_{3,2}((b a) c d e), \tag{4.2.4}
\end{equation*}
$$

or equivalently

$$
I_{3,2}(x, y) \stackrel{\delta}{=}-I_{3,2}\left(\frac{1}{x}, \frac{1}{y}\right)
$$

As previously, we can find the $\mathrm{Li}_{5}$ terms which make this identity hold exactly modulo products. We find

Identity 4.2.13. Modulo $\amalg$, the following identity holds for $I_{3,2}$

$$
I_{3,2}(x, y)+I_{3,2}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\amalg}{=} \operatorname{Li}_{5}\left(-[x]+4[y]+6\left[\frac{x}{y}\right]\right)
$$

This is the only simple symmetry of $I_{3,2}$, but other relations do hold modulo $\delta$.

### 4.2.2.2 Other relations for $I_{3,2}$ modulo $\delta$

A certain 'symmetrisation' of 2-term identities swapping $x \leftrightarrow y$ (equivalently $d \leftrightarrow e$ ) does hold.
Identity 4.2.14. Modulo $\delta$, the following 4 -term relation holds

$$
\begin{equation*}
I_{3,2}(a b(d) c(e))-I_{3,2}(a b(e) c(d)) \stackrel{\delta}{=}-\left(I_{3,2}(a b c(d e))-I_{3,2}(a b c(e d))\right) \tag{4.2.5}
\end{equation*}
$$

So that $I_{3,2}(a b c(d e))-I_{3,2}(a b c(e d))$ is antisymmetric under swapping $c \leftrightarrow d$.

Or equivalently

$$
I_{3,2}(a b(c d) e)+I_{3,2}(a b(d c) e) \stackrel{\delta}{=} I_{3,2}\left((a b(c e) d)+I_{3,2}(a b(e c) d)\right.
$$

so that $I_{3,2}(a b(c d) e)+I_{3,2}(a b(d c) e)$ is symmetric under swapping $d \leftrightarrow e$.
Similarly a 'symmetrisation' of the 3 -term 'cyclic' identity for $I_{4,1}$ holds.
Identity 4.2.15. Modulo $\delta$, the following 6 -term relation hold

$$
\begin{equation*}
\mathrm{Cyc}_{\{a, b, c\}} I_{3,2}((a b c) d e) \stackrel{\delta}{=}-\mathrm{Cyc}_{\{a, b, c\}} I_{3,2}((a b c) e d) \tag{4.2.6}
\end{equation*}
$$

so that $\mathrm{Cyc}_{\{a, b, c\}} I_{3,2}((a b c)$ de) is anti-symmetric under $d \leftrightarrow e$.
Knowing some ways to relate $I_{3,2}$, and $I_{4,1}$, these relations are not at all surprising. And moreover, it becomes easy to add the missing $\mathrm{Li}_{5}$ terms to get identities holding modulo $\amalg$.

### 4.2.2.3 Relating $I_{4,1}$ and $I_{3,2}$, and consequences for $I_{3,2}$ identities

We can express certain combinations of $I_{3,2}$ in terms of $I_{4,1}$, as indicated.
Identity 4.2.16. Modulo $\amalg$, we have

$$
\begin{align*}
& \operatorname{Cyc}_{\{c, d\}} I_{3,2}(a b(c d) e) \stackrel{\text { 巴 }}{=}-\left(\operatorname{Cyc}_{\{c, d, e\}} I_{4,1}(a b(c d e))\right)+2 \operatorname{Li}_{5}(b a d e)-4 \operatorname{Li}_{5}(a b c d)+2 \operatorname{Li}_{5}(a b c e)  \tag{4.2.7a}\\
& \operatorname{Cyc}_{\{d, e\}} I_{3,2}(a b c(d e)) \stackrel{\text { ש }}{=}-3 I_{4,1}(a b c d e) . \tag{4.2.7~b}
\end{align*}
$$

Most interesting is the second equation above Equation 4.2.7b which expressed a single $I_{4,1}$ term in terms of $I_{3,2}$. This gives us a way to eliminate the index 1 from a depth 2 iterated integral; we will make use of this later Section 5.3 to reduce $I_{1,1,1,1,1}$ to $I_{3,2}$ terms. It is worth asking whether a similar conversion expressing one $I_{3,2}$ term as a sum of $I_{4,1}$ 's is possible.
$I_{3,2}$ in terms of $I_{4,1}$ : Perhaps surprisingly, it is not possible to express $I_{3,2}($ abcde $)=I_{3,2}(x, y)$ using terms of the form $I_{4,1}$ (abcde) with our 'coupled' cross-ratio arguments. However, a much more brute-force route does lead to such an expression. Modulo $\delta$, we compute $I_{4,1}(x, y)$ and $I_{3,2}(x, y)$ to be as follows

$$
\begin{align*}
& I_{4,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3}+\{x\}_{3} \wedge\{y\}_{2}  \tag{4.2.8}\\
& I_{3,2}(x, y) \stackrel{\delta}{=}\{x\}_{2} \wedge\left\{\frac{x}{y}\right\}_{3}-\{y\}_{2} \wedge\left\{\frac{x}{y}\right\}_{3}+2\{x\}_{2} \wedge\{y\}_{3}+\{y\}_{2} \wedge\{x\}_{3} \tag{4.2.9}
\end{align*}
$$

Since $\operatorname{Li}_{3}(x) \stackrel{\rightleftarrows}{=} \operatorname{Li}_{3}\left(\frac{1}{x}\right)$, we have $\{x\}_{3}=\left\{\frac{1}{x}\right\}_{3}$. Therefore, using this we get

$$
I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=} 2\{x\}_{2} \wedge\{y\}_{3} .
$$

This combination of integrals will occur again in Chapter 7, when we look at Goncharov's approach to finding highly generic functional equations for $\mathrm{Li}_{5}$. We can now write every term appearing $I_{3,2}(x, y)$ $\bmod \delta$ directly in terms of $I_{4,1}$ to obtain the following.

Identity 4.2.17. Modulo $\delta$, we can express the single term $I_{3,2}(x, y)$ using $I_{4,1}$ as follows.

$$
\begin{aligned}
I_{3,2}(x, y) \stackrel{\delta}{=}- & \frac{1}{2}\left(3 I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right)+I_{4,1}\left(x, \frac{x}{y}\right)+\right. \\
& \left.+I_{4,1}\left(x, \frac{y}{x}\right)-I_{4,1}\left(y, \frac{x}{y}\right)-I_{4,1}\left(y, \frac{y}{x}\right)\right)
\end{aligned}
$$

It would be desirable to find the $\mathrm{Li}_{5}$ terms which make this identity hold modulo $\boldsymbol{\omega}$. Using Danylo Radchenko's sage package MESA MESA to search for 'good' $L^{5}$ arguments, I find that it is possible to do this. However, the resulting terms $\mathrm{Li}_{5}$ arguments are significantly more complicated than one might initially expect. Moreover, the identity itself is very long. The resulting identity is presented in Section B. 1 .

Returning to the original conversions between $I_{3,2}$ and $I_{4,1}$ from Identity 4.2.16 it becomes clear that Identity 4.2 .14 and Identity 4.2.15 follow from their counterparts for $I_{4,1}$. We have

Explanation of Identity 4.2.14. Consider the left hand side of Equation 4.2.14 We have

$$
\begin{aligned}
I_{3,2}(a b(c d) e)+I_{3,2}(a b(d c) e) & \stackrel{\delta}{=} \mathrm{Cyc}_{\{c, d\}} I_{3,2}(a b(c d) e) \\
& \stackrel{\delta}{=}-\mathrm{Cyc}_{\{c, d, e\}} I_{4,1}(a b(c d e))
\end{aligned}
$$

Using the cyclic invariance now, we can write this as

$$
\begin{aligned}
& \stackrel{\delta}{=}-\mathrm{Cyc}_{\{e, c, d\}} I_{4,1}(a b(e c d)) \\
& \stackrel{\delta}{=} \mathrm{Cyc}_{\{e, c\}} I_{3,2}(a b(e c) d) \\
& \stackrel{\delta}{=} I_{3,2}(a b(e c) d)+I_{3,2}(a b(c e) d)
\end{aligned}
$$

But this is just the right hand side of Equation 4.2.14
Explanation of Identity 4.2.15. The difference between the left hand side and the right hand side of Equation 4.2.6 can be written as

$$
\mathrm{Cyc}_{\{a, b, c\}} \mathrm{Cyc}_{\{d, e\}} I_{3,2}((a b c)(d e)),
$$

but using Equation 4.2.7b this is just

$$
\stackrel{\delta}{=}-3 \mathrm{Cyc}_{\{a, b, c\}} I_{4,1}((a b c) d e)
$$

And this vanishes modulo $\delta$ using Identity 4.2.3.

Keeping track of the $\mathrm{Li}_{5}$ terms throughout and using the corresponding $I_{4,1}$ identities from Identity 4.2 .10 and Identity 4.2 .7 means we can complete Identity 4.2 .14 and Identity 4.2 .15 to the following identities holding modulo ш.

Identity 4.2.18. Modulo $\amalg$ the following identities hold on $I_{3,2}$.

$$
I_{3,2}(a b(c d) e)+I_{3,2}(a b(d c) e)-I_{3,2}\left((a b(c e) d)-I_{3,2}(a b(e c) d) \stackrel{\amalg}{=}-6 \operatorname{Li}_{5}(a b c d)+6 \operatorname{Li}_{5}(a b c e)\right.
$$

$$
\begin{aligned}
& \mathrm{Cyc}_{\{a, b, c\}} I_{3,2}(a b c(d e))-I_{3,2}(a b c(e d)) \stackrel{\text { ש }}{=} 6 \mathrm{Li}_{5}(b a d e)+6 \mathrm{Li}_{5}(c b d e)+6 \mathrm{Li}_{5}(a c d e)+ \\
& \quad+6 \mathrm{Li}_{5}(a b c d)+3 \mathrm{Li}_{5}(b c a d)-3 S_{3,2}(a b c d)+ \\
& \quad+6 \mathrm{Li}_{5}(a b c e)+3 \mathrm{Li}_{5}(b c a e)-3 S_{3,2}(a b c e)
\end{aligned}
$$

An amusing way to phrase the two identities in Identity 4.2.16, along with Identity 4.2.13 is the following.

Proposition 4.2.19. Modulo $\delta$ and $I_{4,1}$ terms, the iterated integral $I_{3,2}$ (abcde) is

- antisymmetric in cde, and
- symmetric in $a b$.


### 4.2.2.4 An 'exceptional' $I_{3,2}$ identity

The identities from Identity 4.2.13, Equation 4.2.14 and Identity 4.2.15 describe nearly all of the identities that hold between the terms $I_{3,2}$ (abcde). Altogether they describe 90 out of the 91 identities which hold. However one final identity is missing from this list.

To describe this identity it is convenient to briefly introduce some new notation as follows. Let

$$
S(a b c d e):=\mathrm{Cyc}_{\{a, b, c\}} I_{3,2}(a b c d e)=I_{3,2}(a b c d e)+I_{3,2}(b c a d e)+I_{3,2}(c a b d e) .
$$

Then we have the following identity.
Identity 4.2.20. Modulo $\delta$, we have the following $3 \times 10$-term identity.

$$
\begin{equation*}
\mathrm{Cyc}_{\{a, b, c, d, e\}} S(a b c d e) \stackrel{\delta}{=} \mathrm{Cyc}_{\{a, c, e, b, d\}} S(a c e b d) \tag{4.2.10}
\end{equation*}
$$

On the right hand side the parameters in the argument step by 2 each time, whereas on the the left hand side the parameters step by 1 . So one can view this identity as equating Cyc. $S\left((a b c d e)^{p}\right)$ for various choices of $p$ ( $p=1$ and $p=2$ above) where ( $a b c d e$ ) is interpreted as a 5 -cycle.

We can lift this to an identity holding modulo $\amalg$, using $\mathrm{Li}_{5}$ and Nielsen terms.

Identity 4.2.21. Modulo $\amalg$, the following 30 term identity on $I_{3,2}$ holds

$$
\begin{aligned}
& \mathrm{Cyc}_{\{a, b, c, d, e\}} S(a b c d e)-\mathrm{Cyc}_{\{a, c, e, b, d\}} S(a c e b d) \stackrel{\text { 巴 }}{=} \\
& \quad 3 \mathrm{Li}_{5}(-7[a b c d]-3[a b c e]+5[a b d e]+[a c b d]+[a c b e]+ \\
& \quad-3[a c d e]-3[a d b c]-5[a d b e]+[a d c e]+11[a e b c]+ \\
& \quad-9[a e b d]+11[a e c d]+5[b c d e]-5[b d c e]-9[b e c d])+ \\
& \quad+18 S_{3,2}([a b c d]-[a e b c]+[a e b d]-[a e c d]+[b e c d])
\end{aligned}
$$

### 4.2.2.5 Rank of $I_{3,2}$ relations modulo $\delta$

By considering the relations arising under all permutations of the arguments abcde, we obtain the following table, which counts the number of linearly independent relations arising from each initial relation.

| $I_{3,2}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.2.4 | 2 | 60 |
| Equation 4.2.5 | 4 | 40 |
| Equation 4.2.6 | 6 | 20 |
| Equation 4.2.10 | 30 | 18 |
| Overall rank |  | 91 |

### 4.2.3 The remaining depth 2 iterated integrals $I_{2,3}$ and $I_{1,4}$ modulo $\delta$

Having fully analysed the symmetries and relations of $I_{4,1}$ and $I_{3,2}$ modulo $\delta$, including relations between the two different integrals, the remaining cases are not so interesting. Using the stuffle product of multiple polylogarithims, we have the following identities relating $I_{a, b}$ and $I_{b, a}$.

Proposition 4.2.22. The following identity holds exactly for any depth 2 iterated integral.

$$
I_{a, b}(x, y)+I_{b, a}\left(x, \frac{x}{y}\right)=I_{a, b}(x)+I_{b}(y) I_{a}\left(\frac{x}{y}\right) .
$$

Proof. This is a direct consequence of the stuffle product $*$ of the corresponding multiple polylogarithms. Converting back via Theorem 3.1.5, we have

$$
I_{a}(x)=-\operatorname{Li}_{a}\left(\frac{1}{x}\right),
$$

so that

$$
\begin{aligned}
I_{b}(y) I_{a}\left(\frac{x}{y}\right) & =\operatorname{Li}_{a}\left(\frac{1}{y}\right) * \operatorname{Li}_{b}\left(\frac{y}{x}\right) \\
& =\operatorname{Li}_{b, a}\left(\frac{1}{y}, \frac{y}{x}\right)+\operatorname{Li}_{a, b}\left(\frac{y}{x}, \frac{1}{y}\right)+\operatorname{Li}_{a+b}\left(\frac{1}{y} \frac{y}{x}\right) \\
& =\operatorname{Li}_{b, a}\left(\frac{1}{y}, \frac{y}{x}\right)+\operatorname{Li}_{a, b}\left(\frac{y}{x}, \frac{1}{y}\right)+\operatorname{Li}_{a+b}\left(\frac{1}{x}\right) .
\end{aligned}
$$

Now convert to iterated integrals using Theorem 3.1.5 to say

$$
\operatorname{Li}_{a, b}(x, y)=I_{a, b}\left(\frac{1}{x y}, \frac{1}{y}\right) .
$$

So we obtain

$$
=I_{b, a}\left(x, \frac{x}{y}\right)+I_{a, b}(x, y)-I_{a+b}(x) .
$$

Rearranging this gives the desired equality.

In terms of the cross-ratio arguments, this means we have

$$
I_{n, m}(a b c d e) \stackrel{\amalg}{=}-I_{m, n}(b a d c e)-\mathrm{Li}_{n+m}(b a c d),
$$

so that identities for $I_{3,2}$ modulo $\delta$ can be translated to directly to identities for $I_{2,3}$, and vice-versa. Similarly for $I_{4,1}$ identities and $I_{1,4}$ identities. So there is no need to analyse the cases $I_{2,3}$ and $I_{1,4}$ in detail.

### 4.3 Depth 3 iterated integrals

At depth 3, there are many more integrals to consider: $I_{3,1,1}, I_{1,3,1}, I_{1,1,3}, I_{2,2,1}, I_{2,1,2}$ and $I_{1,2,2}$. Therefore, there are many more potential relations between different integrals to be investigated. The simplest integral here appears to be $I_{3,1,1}$, so this is a good place to start.

### 4.3.1 Relations for $I_{3,1,1}$ modulo $\delta$

The integral $I_{3,1,1}(a b c d e f)$ has no straight-forward symmetries, but perhaps the simplest relation for $I_{3,1,1}$ is the following, which has the form not dissimilar to the 2-term inversion relations that hold for $I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$. Specifically we have

Identity 4.3.1. Modulo $\delta$ the following 4 -term relation holds

$$
\mathrm{Cyc}_{\{a, b\}} I_{3,1,1}((a b)(c d e f)) \stackrel{\delta}{=} \mathrm{Cyc}_{\{a, b\}} I_{3,1,1}((a b)(f e d c))
$$

From the left hand side to the right hand side there is a reversal of cdef.

Of course, we can find the $\mathrm{Li}_{5}$ terms, to obtain a more precise identity.
Identity 4.3.2. Modulo $\amalg$, the following relation holds

$$
\mathrm{Cyc}_{\{a, b\}}\left(I_{3,1,1}((a b)(c d e f))-I_{3,1,1}((a b)(f e d c))\right) \stackrel{\amalg}{=} \operatorname{Li}_{5}(-4[b a d f]+[b a e f]+4[a b c e]-[a b c d]) .
$$

The next simplest identity, linearly independent from the previous, appears to be an 8-term relation of the following form, which already holds modulo products.

Identity 4.3.3. Modulo $\delta$, and in fact already modulo $\amalg$, the following 8-term relation holds.

$$
\operatorname{Alt}_{\{c, e\}} \operatorname{Alt}_{\{d, f\}}\left(I_{3,1,1}((a b)(c d e f))-I_{3,1,1}((b a)(f e d c)) \stackrel{\text { 巴 }}{=} 0\right.
$$

By successively taking new identities, linearly independent from any of the previous, we obtain a sequence of increasingly complicated identities, with an increasing number of terms.

For example, we find a 16 term identity.
Identity 4.3.4. Modulo $\delta$ the following 16 -term relation holds.

$$
\begin{aligned}
& \operatorname{Alt}_{\{c, d\}} I_{3,1,1}(-[a b d e f c]-[a b d f c e]-[a b d f e c]+[a b e d f c]+ \\
& +[a b f d e c]+[b a d e c f]+[b a d f c e]-[b a e d f c]) \stackrel{\delta}{=} 0
\end{aligned}
$$

Then we find a 24 term, a 36 term, a 48 term identity, and so on. It turns out that each of these has a non-trivial $\mathrm{Li}_{5}$ component.

The most generic (and most complicated) of all identities for $I_{3,1,1}$ modulo $\delta$ appears to be a 152 -term identity, which involves only coefficients $\pm 1, \pm 2$. This 152 -term identity generates a 522 dimensional space, but already this exhausts all relations on $I_{3,1,1}$ modulo $\delta$. Necessarily, since Identity 4.3 .2 has a non-trivial $\mathrm{Li}_{5}$ component and this 152 -term identity implies it, the 152 -term identity has a non-trivial $\mathrm{Li}_{5}$ component.

The description of the $I_{3,1,1}$ relations modulo $\delta$ is rather more complicated than the corresponding description for the depth 2 integrals. This suggests that maybe we have been too restrictive in the choice of arguments, or the depth we work modulo.

### 4.3.2 Relations for $I_{3,1,1}$ modulo $I_{3,2}$

Allowing only identities which hold between $I_{3,1,1}$ terms with cross-ratio arguments, modulo $\delta$ is perhaps too restrictive. We should consider identities which involve lower depth terms beyond $\mathrm{Li}_{5}$.

However, it does not make sense to ask for identities holding modulo depth 2, since every iterated integral of weight 5 is expected to be expressible in terms of depth $\leq 2$ iterated integrals. But perhaps we can still find some interesting results by asking for combinations of $I_{3,1,1}$ which can be expressed in terms of depth 2 integrals with the 'simple' cross-ratio arguments. From Identity 4.2.16 and Section 4.2.3 we know how to express every depth 2 iterated integral in terms of $I_{3,2}$, so it suffices to consider only $I_{3,2}$.

Henceforth, we introduce the following notation.
Notation 4.3.5. We will write $\stackrel{I_{3,2}}{=}$ to indicate results which hold modulo $\delta$ and explicit $I_{3,2}$ (abcde) terms, with these simple cross-ratio arguments.

Modulo $I_{3,2}$, the integral $I_{3,1,1}$ satisfies a number of genuine symmetries, namely we have the following.
Identity 4.3.6. The following symmetries hold modulo $I_{3,2}$.

$$
\begin{align*}
& I_{3,1,1}((a b) c d e f) \stackrel{I_{3,2}}{=} I_{3,1,1}((b a) c d e f)  \tag{4.3.1}\\
& I_{3,1,1}(a b(c d e f)) \stackrel{I_{3,2}}{=} I_{3,1,1}(a b(f e d c)) \tag{4.3.2}
\end{align*}
$$

Indeed, these are the only symmetries of $I_{3,1,1}$ modulo $I_{3,2}$.
The next simplest identities which appear are 4-term identities.

Identity 4.3.7. The following 4-term identities for $I_{3,1,1}$ hold modulo $I_{3,2}$.

$$
\begin{gather*}
\mathrm{Cyc}_{(b c)(e f)} I_{3,1,1}(a(b c) d(e f)) \stackrel{I_{3,2}}{=} \mathrm{Cyc}_{(b c)(e f)} I_{3,1,1}(d(e f) a(b c))  \tag{4.3.3}\\
\operatorname{Cyc}_{\{d, e\}} I_{3,1,1}\left(a b c(d e) f \stackrel{I_{3,2}}{=} \mathrm{Cyc}_{\{d, e\}} I_{3,1,1}(f c b(d e) a)\right. \tag{4.3.4}
\end{gather*}
$$

Moreover, we now obtain two different types of 5 -term identities for $I_{3,1,1}$ modulo $I_{3,2}$. Unfortunately the identities appear to lack a nice structure, nevertheless we have the following.

Identity 4.3.8. Modulo $I_{3,2}$, the following identities hold.

$$
\begin{align*}
& I_{3,1,1}([a b c d e f]+[a c e f d b]+[a d f c b e]+[a e c f b d]+[a f d c e b]) \stackrel{I_{3,2}}{=} 0  \tag{4.3.5}\\
& I_{3,1,1}([a b c d e f]+[a e c f b d]+[\text { caefdb }]+[c b e a d f]+[c e b a f d]) \stackrel{I_{3,2}}{=} 0 \tag{4.3.6}
\end{align*}
$$

Maybe one would prefer a longer relation that is more structured. In which case, we have also an 8-term relation for $I_{3,1,1}$ modulo $I_{3,2}$.

Identity 4.3.9. Modulo $I_{3,2}$, the following 8 -term relation holds for $I_{3,1,1}$.

$$
\begin{equation*}
\operatorname{Alt}_{\{c, d\}} \operatorname{Cyc}_{(a e)(b f)} \operatorname{Cyc}_{(b c)(e f)} I_{3,1,1}(a b c d e f) \stackrel{I_{3,2}}{=} 0 \tag{4.3.7}
\end{equation*}
$$

It turns out that these identities, Equations 4.3.1 to 4.3.7, are already more than enough to generate all 687 relations on $I_{3,1,1}$ modulo $I_{3,2}$. The description of all $I_{3,1,1}$ relations modulo $I_{3,2}$ is much simpler than the corresponding description modulo $\delta$, but not trivially so. This confirms that looking modulo $I_{3,2}$ is a good idea.

### 4.3.2.1 Rank and bases of $I_{3,1,1}$ relations modulo $I_{3,2}$

By considering the relations arising under all permutations of the arguments abcdef, we obtain the following table which counts the number of linearly independent relations arising from each initial relation.

| $I_{3,1,1}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.3.1 | 2 | 360 |
| Equation 4.3.2 | 2 | 360 |
| Equation 4.3.3 | 4 | 180 |
| Equation 4.3.4 | 4 | 180 |
| Equation 4.3.5 | 5 | 432 |
| Equation 4.3.6 | 5 | 672 |
| Equation 4.3.7 | 8 | 180 |
| Overall rank |  | 687 |

We can take any of the following choices to obtain a 'minimal' basis for the $I_{3,1,1}$ relations, modulo $I_{3,2}$

| $I_{3,1,1}$ relation | Number of terms | Bases |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Equation 4.3.1 | 2 |  |  |  |  |  |  |  |
| Equation 4.3.2 | 2 | $\checkmark$ |  |  |  | $\checkmark$ |  |  |
| Equation 4.3.3 |  | 4 |  | $\checkmark$ |  |  | $\checkmark$ | $\checkmark$ |
| Equation 4.3.4 |  | 4 |  |  | $\checkmark$ |  |  |  |
| Equation 4.3.5 | 5 |  |  |  |  | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Equation 4.3.6 | 5 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  |  |  |
| Equation 4.3.7 | 8 |  |  |  | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |

4.3.2.2 $I_{3,2}, \mathrm{Li}_{5}$ and Nielsen terms for $I_{3,1,1}$ relations holding modulo $I_{3,2}$

We can lift the identities in Equations 4.3.1 to 4.3.6, to identities holding modulo $\delta$ (and potentially even modulo $ш$ ), by finding explicit $I_{3,2}$ and $\mathrm{Li}_{5}$ terms.

Identity 4.3.10. We can find $I_{3,2}$ and $\mathrm{Li}_{5}$ terms for Equation 4.3.2 and Equation 4.3.1 to give the following identities which holds modulo $\boldsymbol{\text { . }}$

$$
\begin{aligned}
I_{3,1,1}(a b(c d e f))-I_{3,1,1}(a b(c d e f)) & \stackrel{\amalg}{=} I_{3,2}(a b c d e)-I_{3,2}(a b f e d) \\
\left.I_{3,1,1}((a b) c d e f)-I_{3,1,1}((b a) c d e f]\right) & \stackrel{\text { 巴 }}{=} \frac{1}{3} I_{3,2}(3[a b c d e]-[a b c d f]-2[a b c e f]-[a b c f d]+ \\
& +[a b c f e]-2[a b e c f]+[a b e f c]-3[a b f e d])+ \\
& +\operatorname{Li}_{5}([a b c d]-4[a b c e]+3[a b c f]+4[b a d f]+2[b a e f]) .
\end{aligned}
$$

The first 5-term identity, Equation 4.3.5 is very easy to lift to an identity modulo products, for we have the following.

Identity 4.3.11. We can find $I_{3,2}$ and $\mathrm{Li}_{5}$ terms for Equation 4.3.5 to give the following identity which holds modulo ш.

$$
\begin{aligned}
I_{3,1,1} & ([a b c d e f]+[a c e f d b]+[a d f c b e]+[a e c f b d]+[a f d c e b]) \stackrel{\amalg}{=} \\
& -I_{3,2}([f a c b d]+[f b d a c]+[f c a b e]+[f d b a e]+[f e a d c])+ \\
& +6 \operatorname{Li}_{5}([a c b f]+[a e d f]+[a f b d]+[b e c f]+[c d e f])
\end{aligned}
$$

However, lifting the 4-term identities is already more difficult. They require a large number of $I_{3,2}$ terms. Moreover, $\operatorname{Li}_{5}(a b c d)$ terms are not sufficient; we need to invoke weight 5 Nielsen polygarithms. We have

Identity 4.3.12. We can find $I_{3,2}$ and $\mathrm{Li}_{5}$ and Nielsen terms for Equation 4.3.3 to give the following identities which hold modulo ш.

$$
\begin{aligned}
& I_{3,1,1}([a b c d e f]+[a c b d f e]-[\text { defabc }]-[d f e a c b]) \stackrel{\Perp}{\Longrightarrow} \\
& \frac{1}{3} I_{3,2}(-[a b d f e]+[a b e f d]-[a c d e f]-[a c e f d]+[a c f e d]-[a e c b f]-[a e c f b]+
\end{aligned}
$$

$$
\begin{gathered}
-[a f b c e]-[a f b e c]+[b a f e d]-[b d f c e]-[b d f e c]+[b f a c e]-[b f c a e]+ \\
+[b f c d e]+[b f d e c]+[b f e a c]-[b f e d c]-[c d e b f]-[c d e f b]+[c e a b f]+ \\
-[c e b a f]+[c e b d f]+[c e d f b]+[c e f a b]-[c e f d b]+[d e a c b]-[d e b c a]+ \\
+ \\
+[d f a b c]+[d f b c a]-[d f c b a]-[e d c b a])+ \\
+\operatorname{Li}_{5}(4[a b e f]-4[a c b e]-4[a c e f]+8[a e c f]-4[a f b c]+4[a f b e]+4[a f c e]+ \\
-4[b c d e]+4[b c e f]+4[b d c e]-4[b d c f]+4[b d e f]+4[b f c d]-4[b f c e]+ \\
-4[c f d e]+[a b c f]-\frac{4}{3}[a b d f]-\frac{5}{3}[a b e f]+3[a c b e]-[a c b f]+\frac{4}{3}[a c d e]+ \\
+2[a c e f]+[a d b c]-[a d e f]-[a e b c]+3[a e b f]-3[a e c f]+2[a f b c]+ \\
-[a f b e]+[a f c e]+\frac{2}{3}[b c d e]-[b c d f]-2[b c e f]+3[b d c f]-[b d e f]+ \\
-[b e c f]-[b e d f]-[b f c d]-[b f c e]-[b f d e]+2[c d e f]-2[c e d f]+2[c f d e])+ \\
+S_{3,2}(-[a b e f]+[a c b e]+[a c e f]-2[a e c f]+[a f b c]-[a f b e]-[a f c e]+[b c d e]+ \\
\\
-[b c e f]-[b d c e]+[b d c f]-[b d e f]-[b f c d]+[b f c e]+[c f d e])
\end{gathered}
$$

Identity 4.3.13. We can find $I_{3,2}$ and $\mathrm{Li}_{5}$ and Nielsen terms for Equation 4.3.4 to give the following identities which hold modulo $ш$.

$$
\begin{aligned}
& I_{3,1,1}([a b c d e f]+[a b c e d f]-[f c b d e a]-[f c b e d a]) \stackrel{\text { 巴 }}{\frac{1}{3} I_{3,2}}\left(\left[\begin{array}{l}
\text { abcde }]+[a b c e d]-[a b f d e]-[a b f e d]+[a c b d e]-[a c b d f]+[a c b e d]+ \\
\\
\quad-[a c b e f]-[a c b f d]-[a c b f e]+[a c f e d]-[a f b c d]-[a f b c e]-[a f b d c]+ \\
\\
\quad-[a f b e c]-[a f c b d]-[a f c b e]-[a f c d b]-[a f c e b]+[b f a d e]+[b f a e d]+ \\
\quad-[b f c a d]-[b f c a e]-[b f c d a]+[b f c d e]-[b f c e a]+[b f c e d]-[c a f d e]+ \\
\quad-[c f a d e]-[c f a e d]+[c f b d e]+[c f b e d])+ \\
+\operatorname{Li}_{5}\left([a b c f]-5[a b d e]+[a b d f]+[a b e f]-4[a c b f]+2[a c d e]-\frac{2}{3}[a c d f]+\right. \\
\quad-\frac{10}{3}[a c e f]-[a d b e]-2[a d b f]-2[a d c f]-[a e b d]-2[a e b f]-3[a e c f]+ \\
\quad-4[a f b c]-4[a f b d]-4[a f b e]-4[a f c d]-5[a f c e]+[b d c f]-2[b d e f]+ \\
\quad+[b e c f]+[b e d f]+5[b f d e]-2[c d e f]+[c e d f]+5[c f d e])+ \\
+S_{3,2}(-[a b d e]-[a c b f]-[a c e f]-[a d b e]-[a e c f]-[a f b c]-[a f b d]+ \\
\quad-[a f b e]-[a f c d]-[a f c e]-[b d e f]+[b f d e]-[c d e f]+[c f d e])
\end{array}\right.\right.
\end{aligned}
$$

Similarly, lifting the second 5 -term identity, Equation 4.3.6 to an identity modulo $\delta$ is difficult. The shortest expression I find for it, modulo $\delta$, already involves a sum of $41 I_{3,2}$ terms.

Identity 4.3.14. We can find $I_{3,2}, \mathrm{Li}_{5}$ and Nielsen terms for Equation 4.3.6, to give the following identity which holds modulo ш.

$$
I_{3,1,1}([a b c d e f]+[\text { aecfbd }]+[\text { caefdb }]+[\text { cbeadf }]+[c e b a f d]) \stackrel{\text { щ }}{=}
$$

$$
\begin{aligned}
& \frac{1}{3} I_{3,2}([a c b d e]+[a c b e d]-[a c d e f]+[a c e b f]+[\text { acefb }]-[\text { acefd }]+[\text { acfed }]+ \\
& -[a e c f d]+[b a d f e]-[b a e f d]+[b a f e d]+[b c a f d]-[b c d f a]+[b c f d a]+ \\
& +[b f c e d]+[d a e b c]+[d a e c b]+[d c e b f]+[d c e f b]-[d e a f b]-[d e b a f]+ \\
& +[d e b c f]+[d e f a b]-[d e f c b]-[e a b d f]+[e a c d f]+[e a d b f]+[e a f d b]+ \\
& -[e c a f d]+[e c d f a]-[e c f d a]+[e d c b f]+[\text { fabce }]+[\text { fabec }]-[\text { fbade }]+ \\
& +[f b d a e]-[f b d c e]-[f b e a d]+[f \text { becd }]+[f c b d e]+[f c b e d])+ \\
& +\operatorname{Li}_{5}\left(3[d a e c]-[d b e a]+[d c b e]-\frac{1}{3}[d c e a]+2[d e a c]+[d e b a]-\frac{10}{3}[d e b c]\right]+ \\
& \left.+3[f a b c]+2[f a d b]+5[f b a c]+\frac{19}{3}[f b d c]+[f b e a]-\frac{10}{3}[f b e c]+[f c b a]\right]+ \\
& \left.+[f c b e]+[f c d b]+\frac{19}{3}[f c d e]+\frac{1}{3}[f c e a]-3[f d a c]-2[f d e c]-2[f e a c]\right]+ \\
& -[f e b a]+2[f e d a]+[f e d c])+ \\
& +S_{3,2}([d a e c]-[d b e a]+[d e b a]-[d e b c]+[f a b c]+[f a d b]+[f b a c]+ \\
& +2[f b d c]+[f b e a]-[f b e c]+2[f c d e]-[f e a c]-[f e b a]+[f e d a]) .
\end{aligned}
$$

### 4.3.3 A simple way to relate depth 3 integrals, modulo $\amalg$

We observed in the case $I_{2,3}$ that some of the depth 2 integrals can be directly related. A similar phenomenon happens for depth 3 iterated integral. Namely we have the following proposition, which is a variant of Proposition 4.2.5 in depth 3.

Proposition 4.3.15. The following identity on iterated integrals holds exactly.

$$
\begin{aligned}
& I_{a, b, 1}(x, y, z)-(-1)^{a+b} I_{b, a, 1}(z, y, x)= \\
& -\sum_{i=1}^{b}(-1)^{i} I_{i}(z) I_{a, b+1-i}(x, y)-(-1)^{a+b} \sum_{i=1}^{a}(-1)^{i} I_{i}(x) I_{b, a+1-i}(z, y)
\end{aligned}
$$

Proof. As in Proposition 4.2.5, we translate the identity to an identity on words describing differential forms. I claim the following sum of words evaluates as indicated

$$
\sum_{i=1}^{b}(-1)^{i}\left(x 0^{i-1}\right) Ш\left(z 0^{a-1} y 0^{b-i}\right)=-\left(x 0^{b-1} ш z 0^{a-1}\right) y+(-1)^{b}\left(z 0^{a-1} y 0^{b-1} x\right)
$$

The cases $b=1$, and $b=2$ are just an easy check by expanding out all the shuffle products. So take $b>2$. Then

$$
\begin{aligned}
& \sum_{i=1}^{b}(-1)^{i}\left(x 0^{i-1}\right) ш\left(z 0^{a-1} y 0^{b-i}\right) \\
& =\sum_{i=2}^{b-1}(-1)^{i}\left(x 0^{i-1}\right) ш\left(z 0^{a-1} y 0^{b-i}\right)-x \amalg\left(z 0^{a-1} y 0^{b-1}\right)+(-1)^{b} x 0^{b-1} ш\left(z 0^{a-1} y\right) \\
& =\sum_{i=2}^{b-1}(-1)^{i}\left(\left(x 0^{i-2}\right) ш\left(z 0^{a-1} y 0^{b-i}\right)\right) 0+(-1)^{i}\left(\left(x 0^{i-1}\right) ш\left(z 0^{a-1} y 0^{b-(i+1)}\right)\right) 0+
\end{aligned}
$$

$$
-x \amalg\left(z 0^{a-1} y 0^{b-1}\right)+(-1)^{b}\left(x 0^{b-1}\right) ш\left(z 0^{a-1} y\right),
$$

by expanding out the shuffle product using the iterative definition which removes the last letters.
Now this is

$$
\begin{aligned}
& =\sum_{i=2}^{b-1}(-1)^{i}\left(\left(x 0^{i-2}\right) ш\left(z 0^{a-1} y 0^{b-i}\right)\right) 0-\sum_{i=2}^{b-1}(-1)^{i+1}\left(\left(x 0^{(i+1)-2}\right) ш\left(z 0^{a-1} y 0^{b-(i+1)}\right)\right) 0 \\
& \quad-x \amalg\left(z 0^{a-1} y 0^{b-1}\right)+(-1)^{b}\left(x 0^{b-1}\right) \text { Ш }\left(z 0^{a-1} y\right)
\end{aligned}
$$

But only the $i=2$ term of the first sum, and the $i=b-1$ term of the second sum survive, giving

$$
\begin{gathered}
=\left(x \text { Ш }\left(z 0^{a-1} y 0^{b-2}\right)\right) 0-(-1)^{b}\left(\left(x 0^{b-2}\right) ш\left(z 0^{a-1} y\right)\right) 0 \\
\quad-x \amalg\left(z 0^{a-1} y 0^{b-1}\right)+(-1)^{b}\left(x 0^{b-1}\right) ш\left(z 0^{a-1} y\right) .
\end{gathered}
$$

Using the definition of the shuffle product the vertical pairs can be combined to give

$$
\begin{aligned}
& \left.=-\left(\emptyset ш\left(z 0^{a-1} y 0^{b-1}\right)\right)\right) x+(-1)^{b}\left(\left(x 0^{b-1}\right) ш\left(z 0^{a-1}\right)\right) y \\
& =-\left(z 0^{a-1} y 0^{b-1} x\right)+(-1)^{b}\left(\left(x 0^{b-1}\right) \amalg\left(z 0^{a-1}\right)\right) y
\end{aligned}
$$

So finally, if we consider the following sum of two versions of the previous result, we get

$$
\begin{aligned}
& -\sum_{i=1}^{b}(-1)^{i}\left(z 0^{i-1}\right) ш\left(x 0^{a-1} y 0^{b-i}\right)+(-1)^{a+b} \sum_{i=1}^{a}(-1)^{i}\left(x 0^{i-1}\right) \amalg\left(z 0^{b-1} y 0^{a-i}\right) \\
& =-\left(-\left(x 0^{a-1} y 0^{b-1} z\right)+(-1)^{b}\left(\left(z 0^{b-1}\right) ш\left(x 0^{a-1}\right)\right) y\right)+ \\
& \quad \quad+(-1)^{a+b}\left(-\left(z 0^{b-1} y 0^{a-1} x\right)+(-1)^{a}\left(\left(x 0^{a-1}\right) ш\left(z 0^{b-1}\right)\right) y\right) \\
& =\left(x 0^{a-1} y 0^{b-1} z\right)+(-1)^{a+b}\left(z 0^{b-1} y 0^{a-1} x\right) .
\end{aligned}
$$

So taking integrals of this equality, we obtain the identity we want

$$
\begin{aligned}
& I_{a, b, 1}(x, y, z)+(-1)^{a+b} I_{b, a, 1}(z, y, x)= \\
& -\sum_{i=1}^{b}(-1)^{i} I_{i}(z) I_{a, b+1-i}(x, y)-(-1)^{a+b} \sum_{i=1}^{a}(-1)^{i} I_{i}(x) I_{b, a+1-i}(z, y) .
\end{aligned}
$$

This proves the proposition.

In particular, this proposition allows us to claim the following identities, modulo $\boldsymbol{\text { . }}$
Identity 4.3.16. Taking $a=1$, and $b=3$ in Proposition 4.3.15 gives

$$
I_{1,3,1}(x, y, z) \stackrel{\amalg}{=} I_{3,1,1}(z, y, x)
$$

Or equivalently, in terms of cross-ratios

$$
I_{1,3,1}(a b c d e f) \stackrel{\amalg}{=} I_{3,1,1}(a b c f e d)
$$

The upshot of this identity is that we can convert directly any identity for $I_{3,1,1}$ modulo $\amalg, \delta$, or $I_{3,2}$, into a corresponding identity for $I_{1,3,1}$. Therefore, we do not need to analyse this case separately.

Identity 4.3.17. Taking $a=b=2$ in Proposition 4.3.15 gives

$$
I_{2,2,1}(x, y, z) \stackrel{\varpi}{=} I_{2,2,1}(z, y, x)
$$

Or equivalently, in terms of cross-ratios

$$
\begin{equation*}
I_{2,2,1}(a b c(d) e(f)) \stackrel{\text { щ }}{=} I_{2,2,1}(a b c(f) e(d)) \tag{4.3.8}
\end{equation*}
$$

So we already know that $I_{2,2,1}$ satisfies a genuine symmetry modulo $ш$.

### 4.3.4 More complicated ways to relate depth 3 integrals, modulo $I_{3,2}$

We know how to directly relate the integrals $I_{1,3,1}$ and $I_{3,1,1}$, using Identity 4.3.16 We can therefore immediately skip the analysis of $I_{3,1,1}$. But after analysing the relations between $I_{1,1,3}$ modulo $I_{3,2}$, et cetera, one finds that these integrals all have exactly the same number of relations. This is perhaps unexpected. Moreover, many of the relations have a very similar structure. This very much suggests that all the depth 3 integrals are somehow 'equivalent' modulo $I_{3,2}$.

Indeed, this is the case.
Theorem 4.3.18. Modulo $I_{3,2}$, all of the weight 5, depth 3 iterated integrals span the same space. More precisely, if

$$
\mathcal{B}_{f}:=\left\{f(\sigma \cdot a b c d e f) \mid \sigma \in S_{\{a, b, c, d, e, f\}}\right\},
$$

then $\operatorname{span} \mathcal{B}_{f}$, modulo $I_{3,2}$, is invariant for $f \in\left\{I_{3,1,1}, I_{1,3,1}, I_{1,1,3}, I_{2,2,1}, I_{2,1,2}, I_{1,2,2}\right\}$.

Proof. We shall prove this by showing that each span $\mathcal{B}_{f}$ equals (for example) span $\mathcal{B}_{I_{3,1,1}}$, regardless of which integral $f$ is. We shall relate the integral to each other in the following way.


The arrows here express the source integral as a sum of the target integrals, modulo $I_{3,2}$. By following the arrows around, one sees that any integral can be expressed as a sum of any of the other integrals, modulo $I_{3,2}$. Therefore span $\mathcal{B}_{f}$ equals span $\mathcal{B}_{I_{3,1,1}}$, regardless of whcih integral $f$ is.

The proof is nothing more than giving the relevant expressions for $I_{2,2,1}$ as sum of $I_{3,1,1}$ 's and $I_{3,2}$ 's, and likewise for the remaining cases.

From Identity 4.3.16 we already have

Identity 4.3.16. Taking $a=1$, and $b=3$ in Proposition 4.3.15 gives

$$
I_{1,3,1}(x, y, z) \stackrel{\varpi}{=} I_{3,1,1}(z, y, x)
$$

Or equivalently, in terms of cross-ratios

$$
I_{1,3,1}(a b c d e f) \stackrel{\amalg}{=} I_{3,1,1}(a b c f e d)
$$

This deals with expressing $I_{1,3,1}$ in terms of $I_{3,1,1}$, and vice-versa..
For $I_{1,1,3}$ in terms of $I_{3,1,1}$, and vice-versa, we have

## Identity 4.3.19.

$$
\begin{aligned}
I_{3,1,1}(a b c d e f)-I_{1,1,3}(a b d c f e) & \stackrel{\delta}{=} \frac{1}{3} I_{3,2}(-[a b d f e]-[a b f c e]-[a b f d e]-[a b f e d]+ \\
& -[b a e f d]+[b a f e c]+[b a f e d]) .
\end{aligned}
$$

The expressions relating $I_{3,1,1}, I_{2,2,1}, I_{2,1,2}$ and $I_{1,2,2}$ are more complicated; with the simple cross-ratio arguments one must relate $I_{3,1,1}$ to a sum of $I_{2,2,1}$ 's and vice-versa.

For $I_{2,2,1}$ in terms of $I_{3,1,1}$, we have

## Identity 4.3.20.

$$
I_{2,2,1}(a b c d e f) \stackrel{\amalg}{=}-I_{3,1,1}([a b c d e f]+[a b c d f e]+[a b c f d e]+[a b c f e d])
$$

The remaining identities, expressing $I_{3,1,1}(a b c d e f)$ as a sum of $I_{2,1,2}$ 's, expressing $I_{2,1,2}(a b c d e f)$ as a sum of $I_{1,2,2}$ 's, and expressing $I_{1,2,2}(a b c d e f)$ as a sum of $I_{2,2,1}$ 's are significantly longer. They are presented in Section B. 2

Remark 4.3.21. This theorem shows immediately that the number of identities that each of these depth 3 integrals satisfies is the same, explaining the unexpected observation above. Specifically, the number of relations must equal $\# S_{\{a, b, c, d, e, f\}}-\operatorname{dim} \operatorname{span} \mathcal{B}_{I_{3,1,1}}=687$ in each case, since span $\mathcal{B}_{f}$ is independent of $f$.

Moreover, we see that $I_{3,1,1}, I_{1,3,1}$ and $I_{1,1,3}$ must satisfy exactly the same identities structurally, since we can exchange these term-for-term modulo $I_{3,2}$. However this is not the case for the remaining integrals because we need to replace each $I_{3,1,1}$ term with a sum of $I_{2,2,1}$ 's, for example. And in fact, the structural differences between the $I_{2,2,1}, I_{2,1,2}, I_{1,2,2}$ and the $I_{3,1,1}$ identities will prove that single terms of these cannot be related, modulo $I_{3,2}$, with coupled cross-ratio arguments.

### 4.3.5 Identities for $I_{2,2,1}$ modulo $I_{3,2}$

Since we do not have a way to express $I_{2,2,1}(a b c d e f)$ as a single $I_{3,1,1}$ term, modulo $I_{3,2}$, this integral may satisfy different identities. We should therefore analyse them. It turns out that $I_{2,2,1}$ satisfies a number of relatively short identities, but in order to describe the relations completely it appears that one must invoke longer and longer identities, when compared to the $I_{3,1,1}$ cases. Of the depth 3 integrals, $I_{2,2,1}$ appears to be the most 'complicated' in terms of relations.
$I_{2,2,1}$ satisfies two symmetries modulo $I_{3,2}$. One of them we already know from Identity 4.3.17
Identity 4.3.17. Taking $a=b=2$ in Proposition 4.3.15 gives

$$
I_{2,2,1}(x, y, z) \stackrel{\amalg}{=} I_{2,2,1}(z, y, x)
$$

Or equivalently, in terms of cross-ratios

$$
\begin{equation*}
I_{2,2,1}(a b c(d) e(f)) \stackrel{\amalg}{=} I_{2,2,1}(a b c(f) e(d)) . \tag{4.3.8}
\end{equation*}
$$

The second symmetry is another example of the inverting arguments identity, which can be expressed as a sum of $34 I_{3,2}$ terms.

Identity 4.3.22. Modulo $I_{3,2}, I_{2,2,1}$ satisfies the following symmetry.

$$
\begin{equation*}
I_{2,2,1}((a b) c d e f) \stackrel{I_{3,2}}{=} I_{2,2,1}((b a) c d e f) . \tag{4.3.9}
\end{equation*}
$$

Remark 4.3.23. Notice that the first symmetry, Identity 4.3.17 permutes arguments 4 and 6 , in the form $I_{2,2,1}(a b c(d) e(f))$. This is different from the symmetry $I_{3,1,1}(a b(c d e f)) \stackrel{I_{3,2}}{=} I_{3,1,1}(a b(f e d c))$, which permutes arguments $3 \leftrightarrow 6$ and $4 \leftrightarrow 5$. If $I_{2,2,1}(a b c d e f)$ could be expressed as a single $I_{3,1,1}$ term, modulo $I_{3,2}$, then any symmetry of one integral would translate directly to exactly the same symmetry of the other integral. However, this since the integrals have different symmetries, this is not the case. Therefore we cannot express $I_{2,2,1}(a b c d e f)$ as a single $I_{3,1,1}$ term, modulo $I_{3,2}$.

The next simplest type of identity that $I_{2,2,1}$ satisfies appears to be a 4-term relation.

Identity 4.3.24. The following 4-term relation holds for $I_{2,2,1}$ modulo $I_{3,2}$.

$$
\begin{equation*}
\mathrm{Cyc}_{(a f)(b d)} \operatorname{Alt}_{\{c, e\}} I_{2,2,1}(a b(c) d(e) f) \stackrel{I_{3,2}}{=} 0 \tag{4.3.10}
\end{equation*}
$$

Then $I_{2,2,1}$ satisfies two different 6-term identities, one of which shows a good amount of structure.

Identity 4.3.25. $I_{2,2,1}$ satisfies the following 6 -term relation, modulo $I_{3,2}$.

$$
\begin{equation*}
\operatorname{Alt}_{\{c, e\}} \operatorname{Cyc}_{\{c, d, f\}} I_{2,2,1}(a b(c d) e(f)) \stackrel{I_{3,2}}{=} 0 \tag{4.3.11}
\end{equation*}
$$

The second 6 -term identity does not show much structure, but in place of this it generates a larger number of linearly independent relations.

Identity 4.3.26. The following 6 -term relation for $I_{2,2,1}$ holds modulo $I_{3,2}$

$$
\begin{equation*}
I_{2,2,1}([a b c d e f]+[a e b d f c]-[c d f e b a]+[e b a f d c]-[f c d e a b]-[f d e b c a]) \stackrel{I_{3,2}}{=} 0 \tag{4.3.12}
\end{equation*}
$$

Then we have two highly structured 8-term identities.
Identity 4.3.27. $I_{2,2,1}$ satisfies the following 8 -term identities, modulo $I_{3,2}$.

$$
\begin{array}{r}
\operatorname{Alt}_{\{b, c\}} \operatorname{Alt}_{\{d, e\}} I_{2,2,1}(a(b c)(d e) f)-I_{2,2,1}(f(d e)(c b) a) \stackrel{I_{3,2}}{=} 0 \\
\operatorname{Cyc}_{(a e)(b f)} \operatorname{Alt}_{\{c, d\}} \operatorname{Cyc}_{\{e, f\}} I_{2,2,1}(a b(c d)(e f)) \stackrel{I_{3,2}}{=} 0 \tag{4.3.14}
\end{array}
$$

A rather unstructured 10-term identity holds. Unfortunately, it appears that we do need to use it when describing the $I_{2,2,1}$ relations modulo $I_{3,2}$.

Identity 4.3.28. $I_{2,2,1}$ satisfies the following 10 -term identity, modulo $I_{3,2}$.

$$
\begin{align*}
& I_{2,2,1}(+[a b c d e f]-[\text { abecfd }]+[\text { abedcf }]-[\text { aebcd } f]+[\text { aebdcf }]+  \tag{4.3.15}\\
& -[\text { fcdbea }]+[\text { fcdeba }]-[\text { fdcbea }]+[\text { fdceab }]-[\text { fdebca }]) \stackrel{I_{3,2}}{=} 0
\end{align*}
$$

The last identity we need to completely describe the null-space is a 15 -term identity, which symmetrises the building block of the 6 -term relation Identity 4.3 .25 in a different way. On top of all of the previous relations, only one instance of the 15 -term relation is required.

Identity 4.3.29. The following 15 term relation holds on $I_{2,2,1}$, modulo $I_{3,2}$

$$
\begin{equation*}
\mathrm{Cyc}_{\{b, c, d, e, f\}} \mathrm{Cyc}_{\{c, d, f\}} I_{2,2,1}(a b(c d) e(f)) \stackrel{I_{3,2}}{=} 0 \tag{4.3.16}
\end{equation*}
$$

### 4.3.5.1 Rank and bases of relations for $I_{2,2,1}$ modulo $I_{3,2}$

By considering the relations arising under all permutations of the arguments abcdef, we obtain the following table, which counts the number of linearly independent relations arising from each initial relation.

| $I_{2,2,1}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.3.8 | 2 | 360 |
| Equation 4.3.9 | 2 | 360 |
| Equation 4.3.10 | 4 | 180 |
| Equation 4.3.11 | 6 | 210 |
| Equation 4.3.12 | 6 | 426 |
| Equation 4.3.13 | 8 | 90 |
| Equation 4.3.14 | 8 | 135 |
| Equation 4.3.15 | 10 | 360 |
| Equation 4.3.16 | 15 | 144 |
| Overall rank |  | 687 |

We can take any of the following choices to obtain a 'minimal' basis for the $I_{2,2,1}$ relations modulo $I_{3,2}$.

| $I_{2,2,1}$ relation | Number of terms | Bases |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Equation 4.3.8 | 2 | $\checkmark$ |  |  |  |
| Equation 4.3.9 | 2 |  | $\checkmark$ |  |  |
| Equation 4.3.10 | 4 |  | $\checkmark$ |  |  |
| Equation 4.3.11 | 6 |  |  |  |  |
| Equation 4.3.12 | 6 |  | $\checkmark$ | $\checkmark$ |  |
| Equation 4.3.13 | 8 |  |  |  |  |
| Equation 4.3.14 | 8 |  |  |  | $\checkmark$ |
| Equation 4.3.15 | 10 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Equation 4.3.16 | 15 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

### 4.3.6 Identities for $I_{2,1,2}$ modulo $I_{3,2}$

Next we focus on the integral $I_{2,1,2}$. The relations for $I_{2,1,2}$ seem to be slightly simpler than for $I_{2,2,1}$, intermediate in complexity between $I_{2,2,1}$ and $I_{3,1,1}$.

Differing from any of the previous integrals, the integral $I_{2,1,2}$ satisfies three distinct symmetries, modulo $I_{3,2}$.

Identity 4.3.30. The integral $I_{2,1,2}$ satisfies the following three basic symmetries modulo $I_{3,2}$.

$$
\begin{gather*}
I_{2,1,2}(a b(c d e f)) \stackrel{I_{3,2}}{=} I_{2,1,2}(a b(f e d c))  \tag{4.3.17}\\
I_{2,1,2}(a b(c d)(e f)) \stackrel{I_{3,2}}{=} I_{2,1,2}(a b(d c)(f e))  \tag{4.3.18}\\
I_{2,1,2}((a b) c d e f) \stackrel{I_{3,2}}{=} I_{2,1,2}((b a) c d e f) \tag{4.3.19}
\end{gather*}
$$

Remark 4.3.31. Since even the number of symmetries differs from the integrals $I_{3,1,1}$ and $I_{2,2,1}$, we certainly cannot write $I_{2,1,2}$ as a single $I_{3,1,1}$ term, or as a single $I_{2,2,1}$ term.

Then $I_{2,1,2}$ satisfies its own type of 4-term identity.
Identity 4.3.32. $I_{2,1,2}$ satisfies the following 4-term identity modulo $I_{3,2}$.

$$
\begin{equation*}
\operatorname{Alt}_{\{d, f\}} \operatorname{Cyc}_{\{e, f\}} I_{2,1,2}(a b c d e f) \stackrel{I_{3,2}}{=} 0 . \tag{4.3.20}
\end{equation*}
$$

Repeated applications of LatticeReduce find no 6 -term identities. The next identity is then an 8 -term identity.

Identity 4.3.33. $I_{2,1,2}$ satisfies the following 8 -term identity modulo $I_{3,2}$

$$
\begin{equation*}
\operatorname{Alt}_{\{b, d\}} \operatorname{Cyc}_{(a e)(c f)} \operatorname{Cyc}_{(a c)(e f)} I_{2,1,2}(a b c d e f) \stackrel{I_{3,2}}{=} 0 . \tag{4.3.21}
\end{equation*}
$$

The final relation that we need to fully describe the relations of $I_{2,1,2}$ is a 10 -term relation. On top of all the previous relations, only one instance of the 10 -term relation is required.

Identity 4.3.34. $I_{2,1,2}$ satisfies the following 10 -term identity modulo $I_{3,2}$

$$
\begin{equation*}
\operatorname{Cyc}_{\{a, c, d, e, f\}} \operatorname{Cyc}_{\{e, f\}} I_{2,1,2}(a b c d(e f)) \stackrel{I_{3,2}}{=} 0 \tag{4.3.22}
\end{equation*}
$$

### 4.3.6.1 Rank and bases of $I_{2,1,2}$ relations modulo $I_{3,2}$

By considering the relations arising under all permutations of the arguments abcdef, we obtain the following table, which counts the number of linearly independent relations arising from each initial relation.

| $I_{2,1,2}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.3.17 | 2 | 360 |
| Equation 4.3 .18 | 2 | 360 |
| Equation 4.3 .19 | 2 | 360 |
| Equation 4.3 .20 | 4 | 240 |
| Equation 4.3 .21 | 8 | 90 |
| Equation 4.3 .22 | 10 | 138 |
| Overall rank |  | 687 |

We can take any of the following choices to obtain a 'minimal' basis for the $I_{2,1,2}$ relations, modulo $I_{3,2}$.

| $I_{2,1,2}$ relation | Number of terms | Bases |  |
| :---: | :---: | :---: | :---: |
| Equation 4.3.17 | 2 | $\checkmark$ | $\checkmark$ |
| Equation 4.3.18 | 2 | $\checkmark$ |  |
| Equation 4.3.19 | 2 | $\checkmark$ | $\checkmark$ |
| Equation 4.3.20 | 4 |  | $\checkmark$ |
| Equation 4.3.21 | 8 | $\checkmark$ | $\checkmark$ |
| Equation 4.3.22 | 10 | $\checkmark$ | $\checkmark$ |

### 4.3.7 Identities for $I_{1,2,2}$ modulo $I_{3,2}$

At depth 3 , the final integral we need to consider is $I_{1,2,2}$. At first glance, this integral appear to be even more complicated than $I_{2,2,1}$, requiring a longer final relation to describe the null-space. On the other hand, there are several striking similarities between the relations which do hold, which suggest some other connection between $I_{2,2,1}$ and $I_{1,2,2}$.

The integral $I_{1,2,2}$ satisfies two symmetries.
Identity 4.3.35. Modulo $I_{3,2}$, the integral $I_{1,2,2}$ satisfies the following symmetries.

$$
\begin{array}{r}
I_{1,2,2}(a b(c) d(e) f) \stackrel{I_{3,2}}{=} I_{1,2,2}(a b(e) d(c) f) \\
I_{1,2,2}((a b) c d e f) \stackrel{I_{3,2}}{=} I_{1,2,2}((b a) c d e f) \tag{4.3.24}
\end{array}
$$

Remark 4.3.36. The first symmetry Equation 4.3.23, which permutes positions $3 \leftrightarrow 5$, shows that $I_{1,2,2}$ cannot be expressed as a single $I_{2,2,1}$ term, or a single $I_{3,1,1}$ term since the symmetry is structurally different from any symmetry $I_{2,2,1}$ satisfies, or $I_{3,1,1}$ satisfies.

Next, we have a 4 -term relation, and a 6 term relation.
Identity 4.3.37. Modulo $I_{3,2}$, the integral $I_{1,2,2}$ satisfies the following 4-term, and 6 -term relations.

$$
\begin{align*}
& \operatorname{Alt}_{(a c)(b e)} \operatorname{Alt}_{\{d, f\}} I_{1,2,2}(a b c(d) e(f)) \stackrel{I_{3,2}}{=} 0  \tag{4.3.25}\\
& \operatorname{Alt}_{\{e, f\}} \operatorname{Cyc}_{\{c, d, e\}} I_{1,2,2}(a b(c d e) f) \stackrel{I_{3,2}}{=} 0 \tag{4.3.26}
\end{align*}
$$

Despite searching, no identity analogous to the unstructured 6-term relation for $I_{2,2,1}$ has turned up. The next identities are therefore 8-term relations.

Identity 4.3.38. Modulo $I_{3,2}$, the integral $I_{1,2,2}$ satisfies the following 8-term relations.

$$
\begin{align*}
& \operatorname{Cyc}_{(b c)(d e)} \operatorname{Cyc}_{(b d)(c e)} \operatorname{Alt}_{\{a, f\}} I_{1,2,2}((a) b c d e(f)) \stackrel{I_{3,2}}{=} 0  \tag{4.3.27}\\
& \operatorname{Alt}_{\{a, d\}} \operatorname{Cyc}_{(b f)(c e)} \operatorname{Cyc}_{(b c)(d f)} I_{1,2,2}(a(b c)(d) e(f)) \stackrel{I_{3,2}}{=} \tag{4.3.28}
\end{align*}
$$

No version of the unstructured 10-term relation for $I_{2,2,1}$ has turned up yet. However, we do have a 15 -term relation, which also occurs by symmetrising the building block of the 6 -term relation Equation 4.3.26 differently.

Identity 4.3.39. Moduo $I_{3,2}$, the integral $I_{1,2,2}$ satisfies the following 15 -term relation.

$$
\begin{equation*}
\mathrm{Cyc}_{\{b, c, d, e, f\}} \operatorname{Cyc}_{\{c, d, e\}} I_{1,2,2}(a b(c d e) f) \stackrel{I_{3,2}}{=} 0 \tag{4.3.29}
\end{equation*}
$$

Currently, in order to fully describe the $I_{1,2,2}$ relations, we can invoke an unstructured 12 -term relation, as follows. Since the relation is unstructured, it is almost too powerful - it generates 630 linearly independent relations. Moreover, since it is necessary to describe the relations, it almost forces there to be only one choice of basis for the $I_{1,2,2}$ relations.

Identity 4.3.40. Modulo $I_{3,2}$, the integral $I_{1,2,2}$ satisfies the follownig 12 term relation.

$$
\begin{align*}
& I_{1,2,2}([\text { abedfc }]-[\text { abfdce }]-[\text { adcbef }]+[\text { adecfb }]+[\text { adfbec }]-[\text { fceabd }]+  \tag{4.3.30}\\
& \quad+[\text { fceadb }]-[\text { fcebad }]+[\text { fcedab }]-[\text { fedbac }]-[\text { fedcab }]+[\text { fedcba }]) \stackrel{I_{3,2}}{=} 0
\end{align*}
$$

Remark 4.3.41. I do not yet have a clear explanation why there is such a similarity between the $I_{1,2,2}$ relations, and the $I_{2,2,1}$ relations. Certainly, we know that there is no way to write $I_{1,2,2}$ as a single $I_{2,2,1}$ because these integrals exhibit different symmetries.

Even if some short combination of $I_{2,2,1}$ 's can be written as a short combination of $I_{1,1,2}$, it would seem some level of good fortune is still necessary to re-write the $I_{1,1,2}$ relations directly to the corresponding $I_{2,2,1}$ relations.

### 4.3.7.1 Rank and bases of $I_{1,2,2}$ relations modulo $I_{3,2}$

By considering the relations arising under all permutations of the arguments abcdef, we obtain the following table, which counts the number of linearly independent relations arising from each initial relation.

| $I_{1,2,2}$ relation | Number of terms | Rank of relations |
| :---: | :---: | :---: |
| Equation 4.3.23 | 2 | 360 |
| Equation 4.3.24 | 2 | 360 |
| Equation 4.3.25 | 4 | 180 |
| Equation 4.3.26 | 6 | 210 |
| Equation 4.3.27 | 8 | 90 |
| Equation 4.3.28 | 8 | 90 |
| Equation 4.3.29 | 15 | 144 |
| Equation 4.3.30 | 12 | 630 |
| Overall rank |  | 687 |

We can take any of the following choices to obtain a 'minimal' basis for the $I_{1,2,2}$ relations, modulo $I_{3,2}$.

| $I_{1,2,2}$ relation | Number of terms | Bases |
| :---: | :---: | :---: |
| Equation 4.3.23 | 2 |  |
| Equation 4.3.24 | 2 |  |
| Equation 4.3.25 | 4 |  |
| Equation 4.3.26 | 6 |  |
| Equation 4.3.27 | 8 |  |
| Equation 4.3.28 | 8 |  |
| Equation 4.3.29 | 15 | $\checkmark$ |
| Equation 4.3.30 | 12 | $\checkmark$ |

### 4.4 Higher depth, more arguments, more structure

As we will see in the following chapter, Chapter 5. every integral of weight 5 can be reduced to integrals of depth $\leq 3$. So, in principle, we do not have to analyse separately the depth 4 integrals $I_{2,1,1,1}$, $I_{1,2,1,1}, I_{1,1,2,1}$ or $I_{1,1,1,2}$. Nor do we have to separately analyse the depth 5 integral $I_{1,1,1,1,1}$. Of course, since the reduction to depth $\leq 3$ is complicated, trying to read off any relations for these integrals is not an easy task.

On the other hand, fully analysing the symmetries and relations between each of these integrals is computationally much more intensive than the depth 3 cases. For this reason, I have not undertaken a full analysis. I will however indicate a few avenues of investigation.

### 4.4.1 Reduction of $I_{2,1,1,1}$

At weight 5 we have a kind of analogue of Gangl's result Gan16 that $I_{2,1,1}$ can be expressed as a sum of 36 terms of the form $\pm \frac{1}{2} I_{3,1}(a b c d e)$.

Identity 4.4.1. At weight 5 , the integral $I_{2,1,1,1}$ can be expressed, modulo $\delta$, as a sum of 436 terms of the form $\pm I_{3,1,1}(a b c d e f)$.

### 4.4.2 Symmetries and relations for $I_{1,1,1,1,1}$

Modulo $\delta$, the integral $I_{1,1,1,1,1}$ already satisfies a large number of functional equations. Curiously all of the identities which hold modulo $\delta$ appear to hold already modulo $\amalg$, perhaps because the difference in depth between $\operatorname{Li}_{5}$ and $I_{1,1,1,1,1}$ is too great. Therefore one really should look modulo $I_{3,2}$ to try to find more interesting relations. Unfortunately, the search for relations mod $I_{3,2}$ has, so far, been too computationally intensive to produce any results. Below we will give a selection of identities that $I_{1,1,1,1,1}$ does satisfy.

Identity 4.4.2. Modulo $\amalg, I_{1,1,1,1,1}$ satisfies the following two symmetries

$$
\begin{aligned}
& I_{1,1,1,1,1}(a(b c) \operatorname{defgh}) \stackrel{\amalg}{=}-I_{1,1,1,1,1}(a(c b) \operatorname{defgh}) \\
& I_{1,1,1,1,1}(a b c(d e f g h)) \stackrel{\amalg}{=} I_{1,1,1,1,1}(a b c(h g f e d)) .
\end{aligned}
$$

In terms of the arguments $v, w, x, y, z$, these symmetries say the following

$$
\begin{align*}
& I_{1,1,1,1,1}(v, w, x, y, z) \stackrel{\text { Ш }}{=} I_{1,1,1,1,1}(1-v, 1-w, 1-x, 1-y, 1-z)  \tag{4.4.1}\\
& I_{1,1,1,1,1}(v, w, x, y, z) \stackrel{\text { Ш }}{=} I_{1,1,1,1,1}(z, y, x, w, v) \tag{4.4.2}
\end{align*}
$$

Combining Equation 4.4.1 and Equation 4.4.2 we obtain

$$
\begin{equation*}
I_{1,1,1,1,1}(v, w, x, y, z) \stackrel{\uplus}{=}-I_{1,1,1,1,1}(1-z, 1-y, 1-x, 1-w, 1-v) . \tag{4.4.3}
\end{equation*}
$$

This is an example of the limiting case $p \rightarrow \infty$ of the Hölder convolution of multiple polylogarithms. See Equation 7.1 in BBBL01, or Section 1.5.1 in Rho12. In fact, Equation 4.4.3 holds on the level of the symbol, and indeed exactly. Equation 4.4.2 fits in the narrative as a higher depth instance of Proposition 4.2.5 and Proposition 4.3.15

We also have, for example, a 5 -term relation where one variable is shuffled through the argument string

Identity 4.4.3. Modulo $ш, ~ I_{1,1,1,1,1}$ satisfies the following identity

$$
I_{1,1,1,1,1}(v ш\{w, x, y, z\}) \stackrel{\varpi}{=} 0
$$

Or in full

$$
\begin{align*}
& I_{1,1,1,1,1}(v, w, x, y, z)+I_{1,1,1,1,1}(w, v, x, y, z)+I_{1,1,1,1,1}(w, x, v, y, z)+ \\
& \quad+I_{1,1,1,1,1}(w, x, y, v, z)+I_{1,1,1,1,1}(w, x, y, z, v) \stackrel{\text { ש }}{=} 0 \tag{4.4.4}
\end{align*}
$$

Of course, Equation 4.4.4 is nothing but the simple fact that using the shuffle product of iterated integrals

$$
\begin{aligned}
& I_{1}(v) I_{1,1,1,1}(w, x, y, z)=I_{1,1,1,1,1}(v, w, x, y, z)+I_{1,1,1,1,1}(w, v, x, y, z)+ \\
&+I_{1,1,1,1,1}(w, x, v, y, z)+I_{1,1,1,1,1}(w, x, y, v, z)+I_{1,1,1,1,1}(w, x, y, z, v)
\end{aligned}
$$

There are still plenty of other identities for $I_{1,1,1,1,1}$ modulo $\delta$ left to investigate. But all of them are in some sense too 'simple': they do not involve $\mathrm{Li}_{5}$ terms. More interesting would be to find identities holding modulo $I_{3,2}$ in the hope that some identities genuinely involve $\mathrm{Li}_{5}$ and/or $I_{3,2}$ terms. One would also hope that some extra symmetries, or short functional equations, for $I_{1,1,1,1,1}$ hold modulo $I_{3,2}$.

### 4.4.3 More arguments

As explained at the start of Section 4.1.2, the idea to use coupled cross-ratio arguments comes from Gangl's success with these type of arguments at weight 4, and from their position as natural coordinates on the moduli space $\mathfrak{M}_{0, n}$. One factor for this success is due to the fact that, modulo $\delta$, the integrals look like sums of the form $\sum_{i}\left\{\alpha_{i}\right\}_{2} \wedge\left\{\beta_{i}\right\}_{2}$. Cross-ratio arguments describe the 5 -term relation for $\mathrm{Li}_{2}$, so fit well with finding relations for weight 4 iterated integrals.

At weight 5 , modulo $\delta$, the integrals look like sums of the form $\sum_{i}\left\{\alpha_{i}\right\}_{2} \wedge\left\{\beta_{i}\right\}_{3}$. For example

$$
I_{4,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3}+\{x\}_{3} \wedge\{y\}_{2}
$$

This can be calculated directly using the PolylogTools package PT in Mathematica. A calculation by hand, in the manner of Section 3.4.2 is possible (see Proposition 7.5.1 , but takes more work than that case $I_{3,1}$ handled there in Example 3.4.12

The form of weight 5 iterated integrals, modulo $\delta$, suggests that $\mathrm{Li}_{2}$ and $\mathrm{Li}_{3}$ arguments would be a sensible choice. Goncharov's triple ratio for $\mathrm{Li}_{3}$ (see Section 3.2.2) is potentially a good analogue for the $\mathrm{Li}_{2}$ cross-ratio. Some kind of coupled cross-ratio/triple-ratio arguments could provide an even better source of arguments for identities and relations between weight 5 MPL's.

### 4.4.4 More structure using representation theory

The identities presented above have a very ad-hoc appearance. They were found entirely using computer linear algebra to determine all possible relations between integrals $I_{n_{1}, n_{2}}(\sigma \cdot a b c d e)$ (modulo山, modulo $\delta$, modulo $I_{3,2}$ ), with no real possibility to direct the computer towards structured or aesthetically pleasing identities. In those cases where the identities do not have much structure (e.g.

Identity 4.3.8 and the identities $I_{3,1,1}$ modulo $I_{3,2}$ ), additional work should be done to find a more structured description of these identities.

In the case where the identities are already highly structured, it should be possible to identify a deeper, theoretical basis for the structure. Specifically, these identities should have a representation theoretic basis since we have an $S_{k+3}$ action on $I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1}, \ldots, d_{k}\right)$. For example, identities like Equation 4.3.20 Equation 4.3.21 and Equation 4.3.22 have a form already reminiscent of, and closely connected to, the representation theory of the symmetric group $S_{n}$ (every representation of $S_{n}$ is built up as $\bigwedge^{k} S^{\ell} V$, from wedge powers of symmetric powers of some vector space). Furthermore, it has been suggested that the $I_{3,2}$ and $\mathrm{Li}_{5}$ terms in such identities (e.g. Identity 4.3.14) could have an interpretation as some kind of projection operators on the initial representation.

## Chapter 5

## Dan's reduction procedure, and a reduction of $I_{1,1,1,1,1}$

In this chapter we will give an account of Dan's reduction method Dan11 for reducing $I_{1,1, \ldots, 1}$ to a sum of integrals of lower depth. We will provide a detailed explanation of the method Dan describes (Section 5.1), including providing the missing proofs for all of Dan's claims. We start off first by giving an overview Section 5.1.1 of the method itself, then explain Dan's algebraic setup for a space $\mathcal{H}_{n}(E)$ of multiple polylogarithms Section 5.1.2), before working through the steps of the method in detail Section 5.1.3 onwards).

Ultimately this will allow us to provide a corrected version of the Dan's reduction of $I_{1,1,1,1}$ to $I_{3,1}$ 's and $I_{4}$ 's Theorem 5.2.1. Given this, we can use the symbol to compare with Dan's earlier reduction of $I_{1,1,1,1}$ Theorem 5.2.5 with small a correction by Gangl), and determine the nature of the resulting functional equation of $I_{3,1}$ Section 5.2.2.

Next, we will apply the method to $I_{1,1,1,1,1}$ at weight 5 Section 5.3 to produce a reduction to depth $\leq 3$ integrals first Identity 5.3.1 and then to $I_{3,1,1}, I_{3,2}$ and $I_{5}$, modulo products Section 5.3.2. Finally we will see how to reduce $I_{3,1,1}$ to $I_{3,2}$, modulo $\delta$ Identity 5.3.5), and indicate how this allows us to reduce $I_{1,1,1,1,1}$ to $I_{3,2}$ 's only, modulo $\delta$, Theorem 5.3.8).

### 5.1 Dan's reduction method

In Dan11, Dan gives a systematic method for reducing iterated integrals in $n$ variables to a combination of iterated integrals in $n-2$ variables. This then has the effect of reducing a depth $n$ iterated integral to a sum of depth $n-2$ iterated integrals, so the number of 'slots' for arguments decreases by 2 .

The original papers are written in French, are currently unpublished, and provide limited explanation of the steps. Moreover, they contain mistakes in the final calculations. The mistakes, at least in the second paper, do not appear to be the result of simple typos in the final answer. This situation
warrants a detailed investigation to determine the correctness of the method. Fortunately the reduction method itself is correct, so by implementing it in Mathematica MA I can produce a corrected version of Dan's result. The result I produce is close enough to Dan's (in number of terms, sizes of coefficients, agreement of argument cross-ratios) to make me believe that this was the version he intended to write down. However, it is still not clear exactly where Dan could have made a mistake, and it does not warrant the effort needed to find it.

The goal of this section is to provide an account of the reduction method in these papers, and furnish explanations and proofs for all the steps of the method.

### 5.1.1 Overview of the reduction method

Firstly, we will give an overview of how the reduction method works. This will allow the reader to have a broad overview of the steps in the method, and not get hung up on the details initially.

Set-up: Introduce Definition 5.1.4, a slight generalisation

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right) \rightsquigarrow\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right],
$$

of the hyperlogarithm/multiple logarithm/iterated integral $I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$, to be defined using the differential form

$$
\omega\left(a_{i}, x\right):=\frac{\left(a_{i}-x\right)}{\left(t-a_{i}\right)(t-x)} \mathrm{d} t
$$

This reduces to the usual hyperlogarithm when $x=\infty$.

Swap out $x$ : Show that the hyperlogarithms obtained by swapping out one of the $a_{i}$ 's with the new parameter $x$, namely

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right]
$$

can be reduced to a sum in $\leq n-2$ variables Proposition 5.1.18. This is done with the $A$ and $B$ operators Definition 5.1.9 Definition 5.1.11, and packaged into the $D$ operator Definition 5.1.19.

Build a transposition of $a_{i}$ : Do this three times, to swap $a_{i}$ out, then $a_{j}$ out, then $x$ out. This gives a transposition

$$
\left[a_{0}\left|a_{1}, \ldots, a_{i}, \ldots, a_{j}, \ldots, a_{n} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{1}, \ldots, a_{j}, \ldots, a_{i}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right]
$$

of the $a_{i}$ 's as a sum in $\leq n-2$ variables Proposition 5.1.20.

Apply to $a_{1} a_{2} \amalg a_{3} \ldots a_{n}$ : Each term in this product can be converted back to $a_{1} \ldots a_{n}$, by some suitable permutation. The previous step allows us to write this as a sum in $\leq n-2$ variables. Theorem 5.1.23)

Do this in a structured way: Write down the terms in the following manner

$$
\begin{aligned}
a_{1} a_{2} ш a_{3} \ldots a_{n}= & A_{1,2}+ \\
& +A_{1,3}+A_{2,3}+ \\
& +A_{1,4}+A_{2,4}+A_{3,4}+ \\
& +A_{1,5}+A_{2,5}+A_{3,5}+A_{4,5}+\cdots
\end{aligned}
$$

where $A_{i, j}$ has $a_{1}$ in position $i$, and $a_{2}$ in position $j$. Each $A_{i, j}+A_{i+1, j}$ is a transposition, so can be written as a sum in $\leq n-2$ variables. This leaves $A_{1,2}+A_{1,4}+A_{1,6}+\cdots$. Lemma 5.1.28)

Finish: Use that $A_{1,2 m}=\left(A_{1,2 m}-A_{1,2 m-1}\right)+\left(A_{1,2 m-1}-A_{1,2 m-2}\right)+A_{1,2 m-2}$, to replace $A_{1,2 m}$ with $A_{1,2 m-2}$ and some transpositions that are a sum in $\leq n-2$ variables. Push this all the way down to $A_{1,2}$ Lemma 5.1.29, and so write $\lfloor n / 2\rfloor A_{1,2}$ as a sum in $\leq n-2$ variables Theorem 5.1.36).

### 5.1.2 The space of multiple polylogarithms $\mathcal{H}_{n}(E)$

Dan explains a generalisation for the construction of the Bloch groups $\mathcal{B}_{n}(E)$ described in Section 3.2.3 to provide an algebraic description $\mathcal{H}_{n}(E)$ of the multiple polylogarithms over a field $E$. Here we briefly outline this construction, so the symbol $\mathcal{H}_{n}(E)$ is meaningful below.

Write $E_{*}^{n+2}$ for the following subset of $(n+2)$-tules

$$
E_{*}^{n+2}:=\left\{\left(a_{0}, \ldots, a_{n+1}\right) \mid a_{0} \neq a_{1} \text { and } a_{n} \neq a_{n+1}\right\}
$$

which are meant to represent (convergent) iterated integrals.
The iterated integrals $I\left(x_{0} ; x_{1}, \ldots, x_{n} ; x_{n+1}\right)$ from Section 1.1.3 are invariant under affine transformations $x_{i} \mapsto a x_{i}+b$. So consider the quotient

$$
E_{*}^{n+2} /\left(E^{*} \times E\right)
$$

where $(\alpha, \beta) \in E^{*} \times E$ acts as the affine transformations $a_{i} \mapsto \alpha a_{i}+\beta$. Write $\mathcal{A}_{n}(E)$ for the $\mathbb{Q}$-vector space generated by the symbols $\left[a_{0}\left|a_{1}, \ldots, a_{n}\right| a_{n+1}\right]$ for $\left(a_{0}, \ldots, a_{n+1}\right) \in E_{*}^{n+2} /\left(E^{*} \times E\right)$.

The graded vector space

$$
\mathcal{A}(E):=\bigoplus_{n \geq 0} \mathcal{A}_{n}(E)
$$

admits a bialgebra structure. The multiplication is given by the shuffle product (compare with the shuffle product property of Property 1.1.13, as follows

$$
\begin{aligned}
{\left[a_{0}\left|a_{1}, \ldots, a_{k}\right| a_{k+\ell+1}\right] \cdot\left[a_{0}\left|a_{k+1}, \ldots, a_{k+1}\right| a_{k+\ell+1}\right] } & =\left[a_{0}\left|a_{1} \cdots a_{k} ш a_{k+1} \cdots a_{k+\ell}\right| a_{k+\ell+1}\right] \\
& =\sum_{\sigma \in S_{k}, \ell}\left[a_{0}\left|a_{\sigma(1)}, \ldots, a_{\sigma(k+k)}\right| a_{k+\ell+1}\right]
\end{aligned}
$$

Here $S_{k, \ell}$ is the set of $(k, \ell)$-shuffles, see Definition 1.1.15 The coproduct is given by Theorem 1.2.1

The Lie coalgebra $\mathcal{B}^{\mathcal{H}}(E)=\mathcal{A}(E) /\left(\mathcal{A}_{>0} \cdot \mathcal{A}_{>0}\right)$ of irreducibles admits a co-derivation

$$
\delta=\bigoplus_{n}\left(\delta_{n}: \mathcal{B}^{\mathcal{H}}(E) \rightarrow \mathcal{B}^{\mathcal{H}}(E) \otimes \mathcal{B}^{\mathcal{H}}(e)\right) .
$$

This will be used to inductively define the vector space of multiple polylogarithm relations $\mathcal{R}_{n}^{\mathcal{H}}(E) \subset$ $\mathcal{B}_{n}^{\mathcal{H}}(E)$. We will then set $\mathcal{H}(E):=\mathcal{B}_{n}^{\mathcal{H}}(E) / \mathcal{R}_{n}(E)$ to be the space of multiple polylogarithms, and write $\left[a_{0}\left|a_{1}, \ldots, a_{n}\right| a_{n+1}\right]$ for the image of the same element in $\mathcal{B}^{\mathcal{H}}(E)$ modulo the relations $\mathcal{R}_{n}^{\mathcal{H}}(E)$. The vector space of 1-dimensional relations is generated by the following elements

$$
\left.\mathcal{R}_{1}^{\mathcal{H}}(E):=\langle[a|z| b]+[b|z| c]=[a|z| c]| z, a, b, c \in E \text { with } z \neq a, b, c\right\rangle .
$$

Write $\mathcal{K}_{n}(E)$ for the kernel of the map

$$
(\operatorname{pr} \otimes \operatorname{pr}) \circ \delta_{n}: \mathcal{B}_{n}^{\mathcal{H}}(E) \rightarrow(\mathcal{H}(E) \otimes \mathcal{H}(E))_{n}
$$

where $\operatorname{pr}: \mathcal{B}_{k}^{\mathcal{H}}(E) \rightarrow \mathcal{H}_{k}(E)$ is already defined for $k<n$.
Definition 5.1.1 (Space of relations $\mathcal{R}_{n}^{\mathcal{H}}(E)$ ). The space of multiple polylogarithm relations is generated by the following elements

$$
\mathcal{R}_{n}^{\mathcal{H}}(E):=\left\{\alpha(1)-\alpha(0) \mid \alpha \in \mathcal{K}_{n}(E(t))\right\}
$$

The map $(\operatorname{pr} \otimes \operatorname{pr}) \circ \delta_{n}$ factors through $\mathcal{R}_{n}^{\mathcal{H}}(E)$, to give a map

$$
\delta_{n}: \mathcal{H}_{n}(E) \rightarrow(\mathcal{H}(E) \otimes \mathcal{H}(E))_{n} .
$$

This gives $\mathcal{H}(E)$ the structure of a graded Lie coalgebra.
Remark 5.1.2. One can think of $\mathcal{H}_{n}(E)$ as the space of weight $n$ multiple polylogarithms (or iterated integrals), taken modulo products.

### 5.1.3 Definition of the generalised hyperlogarithm

Definition 5.1.3. The unique differential form $\omega\left(a_{i}, x\right)$ of degree 1 , holomorphic on $\mathbb{P}^{1}(\mathbb{C}) \backslash\left\{a_{i}, x\right\}$ which is 0 if $a_{i}=x$, and otherwise has a pole of order 1 and residue +1 at $a_{i}$ and a pole of order 1 and residue -1 at $x$ is

$$
\omega\left(a_{i}, x\right):=\frac{\left(a_{i}-x\right)}{\left(t-a_{i}\right)(t-x)} \mathrm{d} t
$$

The correct differential form to take when $x=\infty$ is

$$
\omega\left(a_{i}, \infty\right):=\frac{\mathrm{d} t}{t-a_{i}}
$$

since this agrees with $\omega\left(1 / a_{i}, 0\right)(s)$ under the change of variables $s=1 / t$, sending $\infty \mapsto 0$ and $a_{i} \mapsto 1 / a_{i}$.

Definition 5.1.4 (Generalised hyperlogarithm). Let $a_{i}, x \in \mathbb{P}^{1}(\mathbb{C})$, such that $a_{0} \neq a_{1}, a_{0} \neq x$, $a_{n} \neq a_{n+1}$ and $x \neq a_{n+1}$. Then the generalised hyperlogarithm $H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)$ is defined by the following iterated integral

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right):=\int_{a_{0}}^{a_{n+1}} \omega\left(a_{1}, x\right) \circ \omega\left(a_{2}, x\right) \circ \cdots \circ \omega\left(a_{n}, x\right)
$$

This should be compared with the definition of Chen's iterated integrals in Definition 1.1.10. Recall from Section 3.1.1 Goncharov's remarks Gon98 Gon01 that $I\left(x_{0} ; x_{1}, \ldots, x_{m} ; x_{m+1}\right)$ are sometimes called hyperlogarithms or multiple logarithms. The relationship between this generalised hyperlogarithm, and the ordinary hyperlogarithm is straightforward.

Proposition 5.1.5. If $x=\infty$ then

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / \infty\right| a_{n+1}\right)=I\left(a_{0} ; a_{1}, \ldots, a_{n} ; a_{n+1}\right)
$$

## Otherwise

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)=I\left(\left(a_{0}-x\right)^{-1} ;\left(a_{1}-x\right)^{-1}, \ldots,\left(a_{n}-x\right)^{-1} ;\left(a_{n+1}-x\right)^{-1}\right)
$$

Proof. If $x=\infty$, then the differential form $\omega\left(a_{i}, x\right)$ reduces to the usual form $\frac{\mathrm{d} t}{t-a_{i}}$ appearing in the definition of the hyperlogarithm.

Otherwise, change variables via $t^{\prime}=1 /(t-x)$, which sends $x \mapsto \infty$, and $a_{i} \mapsto 1 /\left(a_{i}-x\right)$. We have that $t=\frac{1}{t^{\prime}}+x$, so that

$$
\begin{aligned}
\omega\left(a_{i}, x\right)(t) & =\frac{\left(a_{i}-x\right)}{\left(t-a_{i}\right)(t-x)} \mathrm{d} t \\
& =\frac{a_{i}-x}{\left(\frac{1}{t^{\prime}}+x-a_{i}\right)\left(\frac{1}{t^{\prime}}+x-x\right)} \frac{-1}{t^{\prime 2}} \mathrm{~d} t^{\prime} \\
& =\frac{1}{t^{\prime}-\frac{1}{a_{i}-x}} \mathrm{~d} t^{\prime} \\
& =\omega\left(\left(a_{i}-x\right)^{-1}, \infty\right)\left(t^{\prime}\right)
\end{aligned}
$$

The bounds $a_{0}$ and $a_{n+1}$ change to $\left(a_{0}-x\right)^{-1}$ and $\left(a_{n+1}-x\right)^{-1}$ respectively.

We can use the above relation to the usual hyperlogarithm, to give meaning to the symbol $\left[a_{0} \mid\right.$ $\left.a_{1}, \ldots, a_{n} / / x \mid a_{n+1}\right]$ in the space $\mathcal{H}_{n}(E)$ of multiple polylogarithms on ' $E$ ', as follows.

Definition 5.1.6. We set

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / \infty\right| a_{n+1}\right]:=\left[a_{0}\left|a_{1}, \ldots, a_{n}\right| a_{n+1}\right]
$$

and for $x \neq \infty$,

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]:=\left[\left(a_{0}-x\right)^{-1}\left|\left(a_{1}-x\right)^{-1}, \ldots,\left(a_{n}-x\right)^{-1}\right|\left(a_{n+1}-x\right)^{-1}\right]
$$

Observation 5.1.7. We can write

$$
\omega\left(a_{i}, x\right)=\omega\left(a_{i}, y\right)-\omega(x, y)
$$

Proposition 5.1.8. The hyperlogarithm $H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)$ can be expressed as an alternating sum of hyperlogarithms of the form $H\left(a_{0}|-/ / y| a_{n+1}\right)$. More precisely, we have

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)=\left.\sum_{I}(-1)^{\# I} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}=x}
$$

where the sum is taken over all $I \subset\{1,2, \ldots, n\}$, and

$$
\left.H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}=x}
$$

means replace $a_{i}$ by $x$, for positions $i \in I$.

Proof. We can prove this by induction on the depth $n$. In the case $n=1$, we explicitly write out both sides. On the left hand side we have $H\left(a_{0}\left|a_{1} / / x\right| a_{2}\right)$, and on the right hand side we have

$$
\left.\sum_{I}(-1)^{\# I} H\left(a_{0}\left|a_{1} / / y\right| a_{2}\right)\right|_{a_{I}=x}
$$

taken over all $I \subset\{1\}$. That is, over $I=\emptyset,\{1\}$. This gives

$$
H\left(a_{0}\left|a_{1} / / y\right| a_{2}\right)-H\left(a_{0}|x / / y| a_{2}\right)
$$

which is equal to

$$
\begin{aligned}
\int_{a_{0}}^{a_{2}} \omega\left(a_{1}, y\right)-\omega(x, y) & =\int_{a_{0}}^{a_{2}} \omega\left(a_{1}, x\right) \\
& =H\left(a_{0}\left|a_{1} / / x\right| a_{2}\right)
\end{aligned}
$$

using Observation 5.1.7
So suppose the result holds for depth $n-1$. Then for depth $n$ we have the following. We can sum over $I \subset\{1, \ldots, n\}$ by first taking $I$ with $1 \in I$, and then taking $I$ with $1 \notin I$. So

$$
\begin{aligned}
& \left.\sum_{I}(-1)^{\# I} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}=x}= \\
& \left.\quad \sum_{\substack{I \text { such that } \\
1 \in I}}(-1)^{\# I} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}=x}+ \\
& \quad+\left.\sum_{\substack{I \text { such that } \\
1 \notin I}}(-1)^{\# I} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}=x} .
\end{aligned}
$$

In the first sum we know $1 \in I$, so we can remove 1 from $I$, replace $a_{1}$ with $x$ and insert one minus sign already. Then the sum is over $I^{\prime} \subset\{2, \ldots, n\}$. In the second sum, $1 \notin I$, so the sum is over $I^{\prime} \subset\{2, \ldots, n\}$ already, giving

$$
=-\left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|x, a_{2}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}^{\prime}=x}+
$$

$$
+\left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, a_{2}, \ldots, a_{n} / / y\right| a_{n+1}\right)\right|_{a_{I}^{\prime}=x}
$$

Now recall from Remark 1.1.12 that the iterated integral $H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)$ can be expanded as follows

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)=\int_{a_{0}}^{a_{n+1}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / x\right| t\right) \omega\left(a_{n}, x\right)
$$

If we do this with the integrals in the sum above, we obtain

$$
\begin{aligned}
= & \left.\int_{a_{0}}^{a_{n+1}} \sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / y\right| t\right)\right|_{a_{I}^{\prime}=x} \circ \omega(x, y)+ \\
& \left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / y\right| t\right)\right|_{a_{I}^{\prime}=x} \circ \omega\left(a_{n}, y\right)
\end{aligned}
$$

Using the induction assumption, this can be written as

$$
\begin{aligned}
& =\int_{a_{0}}^{a_{n+1}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / x\right| t\right) \circ-\omega(x, y)+ \\
& \quad \quad+H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / x\right| t\right) \circ \omega\left(a_{n}, y\right) \\
& =\int_{a_{0}}^{a_{n+1}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / x\right| t\right) \circ\left(\omega\left(a_{n}, y\right)-\omega(x, y)\right) \\
& =\int_{a_{0}}^{a_{n+1}} H\left(a_{0}\left|a_{1}, \ldots, a_{n-1} / / x\right| t\right) \circ \omega\left(a_{n}, x\right)
\end{aligned}
$$

using Observation 5.1.7

$$
=H\left(a_{0}\left|a_{1}, a_{2}, \ldots, a_{n}, / / x\right| a_{n+1}\right)
$$

This completes the proof.

### 5.1.4 Operators $A$ and $B$

Here we will introduce the operators $A$ and $B$ which will give us tools to systematically reduce the hyperlogarithms.

Definition 5.1.9 ( $A$ operator). Let $1 \leq i \leq n$ and let $I$ be a subset of $\{1,2, \ldots, n\}$ containing $i$. Define

$$
A\left(\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| A_{n+1}\right], i, I\right)
$$

to be the symbol

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

where the positions $j \in I$ are replaced by the variable $a_{i}$ from position $i$.

Example 5.1.10. We have

$$
\begin{gathered}
A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6} / / x\right| a_{7}\right], 3,\{2,3,5\}\right)=\left[a_{0}\left|a_{1}, a_{3}, a_{3}, a_{4}, a_{3}, a_{6} / / x\right| a_{7}\right] \\
A([a,|b, c, d, e, f, g / / x| h], 4,\{2,3,4,6\})=[a|b, e, e, e, f, e / / x| h]
\end{gathered}
$$

Definition 5.1.11 ( $B$ operator). Now define

$$
B\left(\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right], i\right):=\sum_{I}(-1)^{\# I} A\left(\left[a_{0},\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right], i, I\right)
$$

where the sum is taken over all subsets $I$ of the set $\{1,2, \ldots, n\}$ containing $i$ and having cardinality $\# I \geq 2$.

Example 5.1.12. With $i=2$ and $n=3$, we would have to sum over the sets $\{1,2\},\{2,3\},\{1,2,3\}$. So we get

$$
\begin{aligned}
B\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3} / / x\right| a_{4}\right], 2\right)= & (-1)^{\#\{1,2\}} A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3} / / x\right| a_{4}\right], 2,\{1,2\}\right) \\
& +(-1)^{\#\{2,3\}} A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3} / / x\right| a_{4}\right], 2,\{2,3\}\right) \\
& +(-1)^{\#\{1,2,3\}} A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3} / / x\right| a_{4}\right], 2,\{1,2,3\}\right) \\
= & {\left[a_{0}\left|a_{2}, a_{2}, a_{3} / / x\right| a_{4}\right] } \\
& +\left[a_{0}\left|a_{1}, a_{2}, a_{2} / / x\right| a_{4}\right] \\
& -\left[a_{0}\left|a_{2}, a_{2}, a_{2} / / x\right| a_{4}\right]
\end{aligned}
$$

Dan now says that the considerations from Proposition 5.1.8, applied when $y=a_{i}$, suggest a relation in $\mathcal{H}_{n}(E)$. Indeed, setting $y=a_{i}$ in Proposition 5.1.8 gives

$$
H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)=\left.\sum_{I}(-1)^{\# I} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right)\right|_{a_{I}=x}
$$

Notice that whenever $i \notin I$, so that $a_{i}$ is not replaced by $x$, we obtain an integral like $H\left(a_{0} \mid \ldots, a_{i}, \ldots / /\right.$ $\left.a_{i} \mid a_{n+1}\right)$ which contains the differential form $\omega\left(a_{i}, a_{i}\right)=0$. The resulting integral is therefore 0 , and does not contribute to the total. It makes sense, then, to reduce the sum to $I \subset\{1,2, \ldots, n\}$, such that $i \in I$. Moreover, there is only one possible $I^{\prime}$ with $\# I^{\prime}=1$, so we can deal with term separately. We obtain

$$
\begin{aligned}
& =-H\left(a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right)+ \\
& +\left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right)\right|_{a_{I^{\prime}}=x}
\end{aligned}
$$

where the sum is taken over all $I^{\prime} \subset\{1,2, \ldots, n\}$ such that $i \in I$ and $\# I \geq 2$.

Rearranging this gives

$$
\begin{aligned}
& H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)+H\left(a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right) \\
& =\left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right)\right|_{a_{I}=x} \\
& =\left.\sum_{I^{\prime}}(-1)^{\# I^{\prime}} H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)\right|_{a_{I}=a_{i}}
\end{aligned}
$$

The last equality comes from the symmetry under $a_{i} \leftrightarrow x$ in the first line. From this we obtain the following result.

Lemma 5.1.13. In $\mathcal{H}_{n}(E)$ the following the following relation holds

$$
\begin{aligned}
& {\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right]} \\
& \\
& \left.=B\left(\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right], i\right)\right)
\end{aligned}
$$

Proof. We have the result

$$
\begin{aligned}
& H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)+H\left(a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n} / / a_{i}\right| a_{n+1}\right)+ \\
& -B\left(H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right), i\right)=0
\end{aligned}
$$

on the level of integrals. Taking $a_{n+1} \rightsquigarrow a_{0}+t\left(a_{n+1}-a_{0}\right)$, we get

$$
\begin{aligned}
& \alpha(t)=H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{0}+t\left(a_{n+1}-a_{0}\right)\right)+ \\
& \qquad \begin{aligned}
&+H\left(a_{0}\left|a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n} / / a_{i}\right| a_{0}+t\left(a_{n+1}-a_{0}\right)\right)+ \\
&-B\left(H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{0}+t\left(a_{n+1}-a_{0}\right)\right), i\right)
\end{aligned}
\end{aligned}
$$

Now $\alpha(t)=0$ on the level of integrals means $\alpha(t) \in \mathcal{K}_{n}(E(t))$. So we find the following relation $\alpha(1)-\alpha(0) \in \mathcal{R}_{n}^{\mathcal{H}}(E)$. But this evaluates to

$$
\begin{aligned}
\alpha(1)-\alpha(0)=H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)+H\left(a_{0} \mid a_{1}, \ldots,\right. & \left.a_{i-1}, x, a_{i+1}, \ldots, a_{n} / / a_{i} \mid a_{n+1}\right)+ \\
& -B\left(H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right), i\right) .
\end{aligned}
$$

So we get the result claimed.

Lemma 5.1.14. In $\mathcal{H}_{n}(E)$ we have for $0 \leq s \leq n$, that

$$
\begin{aligned}
{\left[a_{0}\left|\{y\}^{s}, b_{s+1}, b_{s+2}, \ldots, b_{n} / / x\right| a_{n+1}\right] } & =(-1)^{s}\left[a_{0}\left|b_{s+1},\left(\{y\}^{s} ш b_{s+2} \cdots b_{n}\right) / / x\right| a_{n+1}\right] \\
& =(-1)^{s} \sum_{J} C_{J}
\end{aligned}
$$

where $C_{j}$ denotes the symbol $\left[a_{0}\left|b_{s+1},-/ / x\right| a_{n+1}\right]$ with the positions $J$ occupied by $y$, and the remaining positions by $b_{s+1}, \ldots, b_{n}$ in that order. In the sum, $J$ runs through subsets of size $s$ of the set $\{2,3, \ldots, n\}$.

Proof. First we see this is trivially true for $s=0$, since we have

$$
\left[a_{0}\left|\{y\}^{0}, b_{0+1}, b_{0+2}, \ldots, b_{n} / / x\right| a_{n+1}\right]=\left[a_{0}\left|b_{1}, b_{2}, \ldots, b_{n} / / x\right| a_{n+1}\right]
$$

and

$$
\begin{aligned}
(-1)^{0}\left[a_{0}\left|b_{0+1},\left(\{y\}^{0} ш b_{0+2} \cdots b_{n}\right) / / x\right| a_{n+1}\right] & =\left[a_{0} \mid b_{0+1},\left(\emptyset \text { Ш } b_{0+2} \cdots b_{n}\right) / / x \mid a_{n+1}\right] \\
& =\left[a_{0}\left|b_{1}, b_{2}, \ldots, b_{n} / / x\right| a_{n+1}\right]
\end{aligned}
$$

Now comes the inductive step. Recall the inductive definition of $\omega$ from Definition 1.1.15 It says that

$$
a x \text { Ш } b y=a(x \text { Ш } b y)+b(a x \amalg y) .
$$

So we have that

$$
\begin{equation*}
\{y\}^{s+1} ш b_{s+2} \cdots b_{n}=y\left(\{y\}^{s} ш b_{s+2} \cdots b_{n}\right)+b_{s+2}\left(\{y\}^{s+1} ш b_{s+3} \cdots b_{n}\right) \tag{5.1.1}
\end{equation*}
$$

We therefore compute that

$$
\begin{aligned}
& {\left[a_{0}\left|\{y\}^{s+1}, b_{s+2}, b_{s+3}, \cdots, b_{n} / / x\right| a_{n+1}\right]} \\
& =\left[a_{0}\left|\{y\}^{s}, y, b_{s+2}, b_{s+3}, \cdots, b_{n} / / x\right| a_{n+1}\right] \\
& =(-1)^{s}\left[a_{0}\left|y\left(\{y\}^{s} ш b_{s+2} \cdots b_{n}\right) / / x\right| a_{n+1}\right]
\end{aligned}
$$

using the induction assumption for $s$ with $b_{s+1}=y$. Now use the relation in Equation 5.1.1 to say

$$
\begin{aligned}
& =(-1)^{s}\left[a_{0}\left|\{y\}^{s+1} ш\left(b_{s+2} \cdots b_{n}\right)-b_{s+2}\left(\{y\}^{s+1} ш b_{s+3} \cdots b_{n}\right) / / x\right| a_{n+1}\right] \\
& =(-1)^{s+1}\left[a_{0} \mid b_{s+1}\left(\{y\}^{s+1} ш\left(b_{s+3} \cdots b_{n}\right) / / \mid a_{n+1}\right]\right.
\end{aligned}
$$

since we work modulo products in $\mathcal{H}_{n}(E)$.
The equality with $\sum_{J} C_{J}$ just comes from writing out the terms of the shuffle product. Each term in the shuffle product $b_{s+1}\left(\{y\}^{s} س b_{s+3} \cdots b_{n}\right)$ is uniquely determined by which positions contain $y$. Since we prepend the result with $b_{s+1}$, these positions are in the range $\{2,3, \ldots, n\}$, and any subset of these occurs.

Observation 5.1.15. We can apply this to each term $A(S, i, I)$ in $B(S, i)$ from Lemma 5.1.13, with $y=a_{i}$ and $s$ as large as possible. Firstly, each term in $B(S, i)$ has at least one variable $a_{j}$ replaced with $a_{i}$, so we have reduced the number of variables per term to $n-1$, at most. Then by shuffling out $a_{i}$, we can guarantee that it does not appear in the first position. This means $B(s, i)$ is a sum of hyperlogs $\left[a_{0}|-/ / x| a_{n+1}\right]$, where each contains $\leq n-1$ variables, and such that $a_{i}$ never appears in the first position.

Lemma 5.1.16. In $\mathcal{H}_{n}(E)$, the following relation holds for any generic $c$, specifically $c$ such that $a_{1} \neq c$, and $c \neq x$,

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]=\left[c\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]-\left[c\left|a_{1}, \ldots, a_{n} / / x\right| a_{0}\right]
$$

Proof. This follows from the composition of paths property from Property 1.1.13 Given two paths $\alpha, \beta$, it states that

$$
\int_{\alpha \beta} \omega_{1} \circ \cdots \circ \omega_{n}=\sum_{i=0}^{n} \int_{\alpha} \omega_{1} \circ \cdots \circ \omega_{i} \int_{\beta} \omega_{i+1} \circ \cdots \circ \omega_{n}
$$

Recall that the empty integral $\int_{\alpha}=1$. If we work modulo products, only the integrals coming from
$i=0$, and $i=n$ survive. Therefore we have

$$
\int_{\alpha \beta} \omega_{1} \circ \cdots \circ \omega_{n}=\int_{\alpha} \omega_{1} \circ \cdots \circ \omega_{n}+\int_{\beta} \omega_{1} \circ \cdots \circ \omega_{n}
$$

modulo products.
By choosing such a generic $c$, all the integrals involved will converge. Then take $\alpha$ to be a path $c \rightarrow a_{0}$ and $\beta$ a path $a_{0} \rightarrow a_{n+1}$. Choosing $\omega_{i}=\omega\left(a_{i}, x\right)$ to be our special differential form, we obtain from the above that

$$
H\left(c\left|a_{1}, \ldots, a_{n} / / x\right| a_{0}\right)+H\left(a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)=H\left(c\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right)
$$

modulo products. Now view this in $\mathcal{H}_{n}(E)$, and rearrange to obtain the above identity.

Since $a_{i}$ does not appear in the first slot, we may use the above to rewrite the terms of the above sum as

$$
\left[a_{0}|\cdots / / x| a_{n+1}\right]=\left[a_{i}|\cdots / / x| a_{n+1}\right]-\left[a_{i}|\cdots / / x| a_{0}\right]
$$

This breaks the single term with $\leq n-1$ variables into two terms each with $\leq n-2$ variables, since $a_{0}$ is avoided in favour of the variable $a_{i}$ in the first summand, and the variable $a_{n+1}$ is avoided in the second summand.

Example 5.1.17. We have

$$
\begin{aligned}
& A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4}, a_{5} / / x\right| a_{6}\right], 2,\{1,2\}\right) \\
= & {\left[a_{0}\left|a_{2}, a_{2}, a_{3}, a_{4}, a_{5} / / x\right| a_{6}\right] } \\
= & (-1)^{2}\left[a_{0}\left|a_{3},\left(a_{2}^{2} ш a_{4} a_{5}\right) / / x\right| a_{6}\right] \\
= & {\left[a_{0}\left|a_{3}, a_{2}, a_{2}, a_{4}, a_{5} / / x\right| a_{6}\right]+\left[a_{0}\left|a_{3}, a_{2}, a_{4}, a_{2}, a_{5} / / x\right| a_{6}\right]+} \\
& +\left[a_{0}\left|a_{3}, a_{4}, a_{2}, a_{2}, a_{5} / / x\right| a_{6}\right]+\left[a_{0}\left|a_{3}, a_{2}, a_{4}, a_{5}, a_{2} / / x\right| a_{6}\right]+ \\
& +\left[a_{0}\left|a_{3}, a_{4}, a_{2}, a_{5}, a_{2} / / x\right| a_{6}\right]+\left[a_{0}\left|a_{3}, a_{4}, a_{5}, a_{2}, a_{2} / / x\right| a_{6}\right]
\end{aligned}
$$

And then each term can be split as indicated above. So the first term would become

$$
\left[a_{2}\left|a_{3}, a_{2}, a_{2}, a_{4}, a_{5} / / x\right| a_{6}\right]-\left[a_{2}\left|a_{3}, a_{2}, a_{2}, a_{4}, a_{5} / / x\right| a_{0}\right]
$$

and similarly for the rest.

This proves the following proposition
Proposition 5.1.18. We may express

$$
\begin{aligned}
{\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]+\left[a_{0} \mid a_{1}, \ldots, a_{i-1}, x, a_{i+1}, \ldots, a_{n} / /\right.} & \left.a_{i} \mid a_{n+1}\right] \\
& =B\left(\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right], i\right)
\end{aligned}
$$

as an explicit sum of hyperlogs in $\leq n-2$ variables.

### 5.1.5 Operator $D$

Definition 5.1.19. The sum in the above Proposition 5.1.18 will be denoted

$$
D\left(\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right], i\right)
$$

Proposition 5.1.20. A transposition of two variables can be expressed in terms of three $D$ operations as follows

$$
\begin{aligned}
& {\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{j}, a_{i} / / x\right| a_{n+1}\right]} \\
& =D\left(\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right], i\right)-D\left(\left[a_{0}\left|x, a_{j} / / a_{i}\right| a_{n+1}\right], j\right)+ \\
& \quad+D\left(\left[a_{0}\left|x, a_{i} / / a_{j}\right| a_{n+1}\right], i\right) .
\end{aligned}
$$

Proof. This is just a case of writing out the result of the three applications of $D$. Namely

$$
\begin{aligned}
& D\left(\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right], i\right)-D\left(\left[a_{0}\left|x, a_{j} / / a_{i}\right| a_{n+1}\right], j\right)+ \\
& \quad \quad+D\left(\left[a_{0}\left|x, a_{i} / / a_{j}\right| a_{n+1}\right], i\right) \\
& =\left(\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right]+\left[a_{0}\left|x, a_{j} / / a_{i}\right| a_{n+1}\right]\right)+ \\
& \quad \quad-\left(\left[a_{0}\left|x, a_{j} / / a_{i}\right| a_{n+1}\right]+\left[a_{0}\left|x, a_{i} / / a_{j}\right| a_{n+1}\right]\right)+ \\
& \quad \quad+\left(\left[a_{0}\left|x, a_{i} / / a_{j}\right| a_{n+1}\right]+\left[a_{0}\left|a_{j}, a_{i} / / x\right| a_{n+1}\right]\right) \\
& =\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{j}, a_{i} / / x\right| a_{n+1}\right] .
\end{aligned}
$$

Corollary 5.1.21. The combination

$$
\left[a_{0}\left|a_{i}, a_{j} / / x\right| a_{n+1}\right]+\left[a_{0}\left|a_{j}, a_{i} / / x\right| a_{n+1}\right]
$$

is an explicit sum of hyperlogs in $\leq n-2$ variables. More generally, for any permutation $\sigma \in S_{n}$,

$$
\left[a_{0}\left|\sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]-\operatorname{sgn}(\sigma)\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

is an explicit sum of hyperlogs in $\leq n-2$ variables.

Proof. The first claim comes because we know/defined $D$ to be such an explicit sum of hyperlogs in $\leq n-2$ variables. Then by decomposing a permutation as a product of transpositions, we get by induction the result for any permutation $\sigma$, as follows. Suppose the claim holds for $\sigma$. Let $\tau \in S_{n}$ be a transposition. Then $\operatorname{sgn}(\tau)=-1$, and for $\tau \sigma$ we have

$$
\begin{aligned}
& {\left[a_{0}\left|\tau \sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]-\operatorname{sgn}(\tau \sigma)\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]} \\
& \left.=\left[a_{0}\left|\tau \sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]-\operatorname{sgn}(\tau)\left[a_{0}\left|\sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]\right)+ \\
& \quad-\left(\left[a_{0}\left|\sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]-\operatorname{sgn}(\sigma)\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]\right) .
\end{aligned}
$$

Both of these summands is a sum in $\leq n-2$ variables, so the claim holds.

### 5.1.6 Reducing a single hyperlog

The above considerations all apply to writing a combination of two hyperlogarithms as a sum of hyperlogs in $\leq n-2$ variables. By carefully considering these combinations, it is possible to write a single hyperlogarithm $\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]$ in such a manner.

Proposition 5.1.22. Let $S$ be the set of $(2, n-2)$ shuffles, which can be considered the as the words from $\{1,2\}$ Ш $\{3, \ldots, n\}$. Then

$$
\sum_{\sigma \in S} \operatorname{sgn}(\sigma)=\left\lfloor\frac{n}{2}\right\rfloor
$$

Proof. Observe that every permutation in the set of $(2, n-2)$-shuffles, is uniquely determined by the position of 1 and the position of 2 . Moreover, 2 must appear after 1 since this is the ordering in the original multiplicand. So each term is described by

$$
S_{i, j}^{n}:=\{3,4, \ldots, \underbrace{1}_{\text {position }}, \ldots, \underbrace{j}_{\text {position }}, \ldots\}
$$

where $1 \leq i<j \leq n$.
What is $\operatorname{sgn}\left(S_{i, j}^{n}\right)$ ? To put 2 into position $j$ from its original position 2 requires $j-2$ swaps. Then to put 1 into position $i$ from its original position 1 requires a further $i-1$ swaps. So the total number of swaps is $i+j-3$. We find

$$
\operatorname{sgn}\left(S_{i, j}^{n}\right)= \begin{cases}-1 & \text { if } i+j \text { is even } \\ 1 & \text { if } i+j \text { is odd }\end{cases}
$$

If we sum all the signs, we obtain

$$
\sum_{\sigma \in S} \operatorname{sgn}(\sigma)=\sum_{i=1}^{n} \sum_{j=i+1}^{n} \operatorname{sgn}\left(S_{i, j}^{n}\right)
$$

Observe that in the inner sum, consecutive terms have opposite signs. At term $j$, the value $i+j$ has one parity, which means at term $j+1$, the parity of $i+(j+1)$ is different. If there are an even number of terms in the inner sum, then they all cancel in pairs to 0 . Otherwise the terms after the first cancel, and we are left with $\operatorname{sgn}\left(S_{i, i+1}^{n}\right)=1$ since $i+(i+1)$ is odd. The number of terms in the inner sum is $n-(i+1)+1=n-i$, so this is odd if and only if $n$ and $i$ have different parities.

If $n=2 m$ is even, we obtain:

$$
\sum_{i=1}^{n} \sum_{j=i+1}^{n} \operatorname{sgn}\left(S_{i, j}^{n}\right)=\sum_{\substack{i=1 \\ i \text { odd }}}^{2 m} 1=m=\lfloor n / 2\rfloor
$$

And if $n=2 m+1$ is odd, we obtain:

$$
\sum_{i=1}^{n} \sum_{j=i+1}^{n} \operatorname{sgn}\left(S_{i, j}^{n}\right)=\sum_{\substack{i=1 \\ i \text { even }}}^{2 m+1} 1=m=\lfloor n / 2\rfloor
$$

This proves the result.

There is enough here now to prove that a depth $n$ hyperlog in $n \geq 3$ variables can be reduced to a sum of hyperlogs in $\leq n-2$ variables. We obtain the following.

Theorem 5.1.23. For $n \geq 3$, the hyperlog

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

can be expressed as a sum of hyperlogs in $\leq n-2$ variables.

Proof. For each $\sigma \in S$, we have that

$$
\left[a_{0}\left|\sigma \cdot\left(a_{1}, \ldots, a_{n}\right) / / x\right| a_{n+1}\right]-\operatorname{sgn}(\sigma)\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

can be expressed as a sum in $\leq n-2$ variables. Now sum over all such $\sigma \in S$. The left hand terms sum over $\{1,2\} \amalg\{3, \ldots, n\}$. The right hand terms are all the same, so sum to the multiple $\sum_{\sigma \in S} \operatorname{sgn}(\sigma)=\lfloor n / 2\rfloor$. Therefore we get that

$$
\left[a_{0}\left|\left\{a_{1}, a_{2}\right\} Ш\left\{a_{3}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]-\lfloor n / 2\rfloor\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

is a sum of hyperlogarithms in $\leq n-2$ variables.
As we work modulo products the first term here is actually 0 if $n \geq 3$, so this shows that

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

is $\frac{1}{\lfloor n / 2\rfloor}$ times a sum of hyperlogs in $\leq n-2$ variables.
It should be noted, however, that the reduction in this theorem is really only intended as a proof-ofconcept. The number of terms generated by relating every permutation in $\left\{a_{1}, a_{2}\right\} \amalg\left\{a_{3}, \ldots, a_{n}\right\}$ back to the permutation $\left\{a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right\}$ is excessive. Dan provided a more structured approach, working only with transpositions. Some of these ideas are already hinted at in the proof of Proposition 5.1.22

### 5.1.7 More structured approach

### 5.1.7.1 Sructured approach for any $n$

While the previous section does indeed illustrate a general reduction procedure which can be applied to give correct results, the number of terms generated by decomposing all such shuffles as a sum in $\leq n-2$ variables is large. Dan provides a more structured approach, which we will now explain.

Definition 5.1.24. Define the symbol $A_{i, j}^{n}$ to be the following

$$
A_{i, j}^{n}:=[a_{0}|a_{3}, a_{4}, \ldots, \underbrace{a_{1}}_{\text {position } i}, \ldots, \underbrace{a_{j}}_{\text {position }}, \ldots / / x| a_{n+1}]
$$

where position $i$ is filled with $a_{1}$, and position $j$ is filled with $a_{2}$. The remaining positions are filled with $a_{3}, \ldots, a_{n}$ in this order. (Notice the similarity to $S_{i, j}^{n}$ from the proof of Proposition 5.1.22 essentially $\left.A_{i, j}^{n}=\left[a_{0}\left|S_{i, j}^{n} / / x\right| a_{n+1}\right].\right)$

In the original article, Dan uses the notation $A_{i, j}$, leaving the dependence on $n$ implicit only. For clarity here, and later, I write $A_{i, j}^{n}$ in order to make the dependence on $n$ as explicit as possible. Similarly we will write $R^{n}$ where Dan later write $R$, and $c^{n}$ where Dan writes $c$.

Example 5.1.25. With $n=7$, and $i=2, j=5$, we have

$$
A_{2,5}^{7}=[a_{0}|a_{3}, \underbrace{a_{1}}_{\text {position } 2}, a_{4}, a_{5}, \underbrace{a_{2}}_{\text {position } 5}, a_{6}, a_{7} / / x| a_{8}]
$$

Lemma 5.1.26. Consider now the expression $A_{i-1, j}^{n}+A_{i, j}^{n}$. This can be expressed as an explicit sum of hyperlogs in $\leq n-2$ variables. Similarly $A_{i, j}^{n}+A_{i, j+1}^{n}$ can be expressed as an explicit sum of hyperlogs in $\leq n-2$ variables.

Proof. Going from $A_{i-1, j}^{n}$ to $A_{i, j}^{n}$ requires a single transposition swapping positions $i-1$ and $i$. Similarly, going from $A_{i, j}^{n}$ to $A_{i, j+1}^{n}$ requires a single transposition swapping positions $j$ and $j+1$. So by Corollary 5.1.21 the result follows.

Definition 5.1.27. Write $R^{n}(i-1, j \mid i, j)$ for the relation above expressing $A_{i-1, j}^{n}+A_{i, j}^{n}$ as a sum in $\leq n-2$ variables. And write $R^{n}(i, j \mid i, j+1)$ for the relation expressing $A_{i, j}^{n}+A_{i, j+1}^{n}$ as a sum in $\leq n-2$ variables.

At this point Dan considers some remarkable sum of $R^{n}$ 's with certain coefficients $c^{n}(-)$, and claims (without proof) that from this one deduces a reduction formula. I want to motivate this sum in a step-by-step manner, and fill in the missing proofs.

Consider the shuffle product $\{1,2\} \boldsymbol{\operatorname { l n }}\{3,4, \ldots, n\}$. Each term of this is a word of length $n$ where 1 and 2 occupy certain positions, and the string $3,4, \ldots, n$ covers the remaining positions in order. Therefore each term of the shuffle product is $A_{i, j}^{n}$ for some $i, j$. Moreover, since 1 always occurs at a position before 2 , we have $i<j$. Otherwise there is complete freedom to choose $i$ and $j$ between 1 and $n$. Therefore

$$
\left[a_{0}|\{1,2\} Ш\{3,4, \ldots, n\} / / x| a_{n+1}\right]=\sum_{1 \leq i<j \leq n} A_{i, j}^{n}
$$

Now sum in the following order to get

$$
\sum_{1 \leq i<j \leq n} A_{i, j}^{n}=\sum_{j=2}^{n} \sum_{i=1}^{j-1} A_{i, j}^{n} .
$$

When $j$ is odd, the inner sum $\sum_{i=1}^{j-1} A_{i, j}^{n}$ can be written

$$
\sum_{\substack{i=1 \\ i \text { even }}}^{j-1}\left(A_{i-1, j}^{n}+A_{i, j}^{n}\right)=\sum_{\substack{i=1 \\ i \text { even }}}^{j-1} R^{n}(i-1, j \mid i, j)
$$

When $j$ is even, the inner sum $\sum_{i=1}^{j-1} A_{i, j}^{n}$ can be written

$$
A_{1, j}+\sum_{\substack{i=3 \\ i \text { odd }}}^{j-1}\left(A_{i-1, j}^{n}+A_{i, j}^{n}\right)=A_{1, j}^{n}+\sum_{\substack{i=3 \\ i \text { odd }}}^{j-1} R(i-1, j \mid i, j)^{n}
$$

For convenience we want to sum over the full range $i=2, \ldots, j-1$, including all even and odd indices, but this will introduce spurious extra terms. To fix this, introduce coefficients $c^{n}(i-1, j, \mid i, j)$ corresponding to the relation $R^{n}(i-1, j \mid i, j)$. When $j$ is odd we need the even terms to live, so impose $c^{n}(i-1, j \mid i, j)=1$ when $i$ even and $j$ odd, and $c^{n}(i-1, j \mid i, j)=0$ when $i$ odd and $j$ odd. When $j$ is even, we need the odd terms to live, so impose $c^{n}(i-1, j \mid i, j)=1$ when $i$ odd and $j$ even, and $c^{n}(i-1, j \mid i, j)=0$ when $i$ even and $j$ even. This can be summarised by saying

$$
c^{n}(i-1, j \mid i, j)= \begin{cases}1 & \text { if } i-j \text { odd } \\ 0 & \text { otherwise }\end{cases}
$$

in accordance with Dan's definition. (We write $c^{n}$ rather than just $c$ because a later extension of $c$ will explicitly depend on $n$.)

Plugging these into the sum above, we find that

$$
\begin{aligned}
& {\left[a_{0}\left|\left\{a_{1}, a_{2}\right\} ш\left\{a_{3}, a_{4}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]=} \\
& \quad \sum_{2 \leq i<j \leq n} c(i-1, j \mid i, j) R^{n}(i-1, j \mid i, j)+\sum_{\substack{j=2 \\
j \text { even }}}^{n} A_{1, j}^{n}
\end{aligned}
$$

Now consider the leftover terms $\sum_{\substack{j=2 \\ j \text { even }}}^{n} A_{1, j}^{n}$. Observe that we can write the following equality

$$
\begin{aligned}
A_{1, j}^{n} & =\left(A_{1, j}^{n}+A_{1, j-1^{n}}\right)-\left(A_{1, j-1}^{n}+A_{1, j-2}^{n}\right)+A_{1, j-2}^{n} \\
& =R^{n}(1, j-1 \mid 1, j)-R^{n}(1, j-2 \mid 1, j-1)+A_{1, j-2}^{n}
\end{aligned}
$$

and by iterating,

$$
\begin{aligned}
& =R^{n}(1, j-1 \mid 1, j)-R^{n}(1, j-2 \mid 1, j-1)+ \\
& \quad+R^{n}(1, j-3 \mid 1, j-2)-R^{n}(1, j-4 \mid 1, j-3)+A_{1, j-4}^{n}
\end{aligned}
$$

This means we can eliminate $A_{1, j}^{n}$ in favour of $A_{1, j-2}^{n}$ and some relations $R^{n}$. By iterating this, we can push this as far as we want, as follows.

Lemma 5.1.28. For any even $2 \leq m \leq j-2$, we have

$$
A_{1, j}^{n}=\sum_{\substack{k=m \\ k \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right)+A_{1, m}^{n}
$$

Proof. Certainly the result is true for $m=j-2$, by the observation preceding this lemma.
Now suppose the result holds for $m$. Then for $m-2$ we have

$$
\begin{aligned}
& \sum_{\substack{k=m-2 \\
m \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right) \\
& =\sum_{\substack{k=m \\
m \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right)+
\end{aligned}
$$

$$
+\left(R^{n}(1, m-1 \mid 1, m)-R^{n}(1, m-2 \mid 1, m-1)\right)
$$

which by the induction assumption equals

$$
\begin{aligned}
& =A_{1, j}^{n}-A_{1, m}^{n}+\left(R^{n}(1, m-1 \mid 1, m)-R^{n}(1, m-2 \mid 1, m-1)\right) \\
& =A_{1, j}^{n}-A_{1, m}^{n}+\left(\left(A_{1, m-1}^{n}+A_{1, m}^{n}\right)-\left(A_{1, m-2}^{n}+A_{1, m-1}^{n}\right)\right) \\
& =A_{1, j}^{n}-A_{1, m-2}^{n}
\end{aligned}
$$

So the result holds for $m-2$ also.

In particular, for $m=2$, we obtain

$$
A_{1, j}^{n}=\sum_{\substack{k=2 \\ k \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right)+A_{1,2}^{n}
$$

and we can use this to establish the following result.
Lemma 5.1.29. The sum of the leftover terms is given by

$$
\begin{aligned}
\sum_{\substack{j=2 \\
j \text { even }}}^{n} A_{1, j}^{n} & =\lfloor n / 2\rfloor A_{1,2}^{n}+ \\
& +\sum_{\substack{j=2 \\
j \text { even }}}^{n-2}(\lfloor n / 2\rfloor-j / 2)\left(R^{n}(1, j+1 \mid 1, j+2)-R^{n}(1, j \mid 1, j+1)\right)
\end{aligned}
$$

Proof. We may use the above result to give an expression for $A_{1, j}^{n}$, and sum as follows

$$
\begin{aligned}
\sum_{\substack{j=2 \\
j \text { even }}}^{n} A_{i, j} & =\sum_{\substack{j=2 \\
j \text { even }}}^{n}\left(A_{1,2}^{n}+\sum_{\substack{k=2 \\
k \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k-1)\right)\right) \\
& =\lfloor n / 2\rfloor A_{1,2}^{n}+\sum_{\substack{j=2 \\
j \text { even }}}^{n} \sum_{\substack{k=2 \\
k \text { even }}}^{j-2}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right) .
\end{aligned}
$$

Now swap the order of summation, to obtain

$$
=\lfloor n / 2\rfloor A_{1,2}^{n}+\sum_{\substack{k=2 \\ k \text { even }}}^{n-2} \sum_{\substack{j=k+2 \\ j \text { even }}}^{n}\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right) .
$$

Since the summand does not depend on the index of the inner sum, we just obtain a multiple of it based on the number of terms summed. In this case we have $\lfloor n / 2\rfloor-k / 2$ terms, so we get

$$
=\lfloor n / 2\rfloor A_{1,2}^{n}+\sum_{\substack{k=2 \\ k \text { even }}}^{n-2}(\lfloor n / 2\rfloor-k / 2)\left(R^{n}(1, k+1 \mid 1, k+2)-R^{n}(1, k \mid 1, k+1)\right)
$$

Finally, change the summation index from $k$ to $j$ to obtain the result.

Here Dan also wishes to sum over the full range $j=2, \ldots, n-2$. This is more straightforward to do,
since we can break the sum up and reindex it as follows.

$$
\begin{aligned}
& \sum_{\substack{j=2 \\
j \text { even }}}^{n-2}(\lfloor n / 2\rfloor-j / 2)\left(R^{n}(1, j+1 \mid 1, j+2)-R^{n}(1, j \mid 1, j+1)\right) \\
& =\sum_{\substack{j=2 \\
j \text { even }}}^{n-2}(\lfloor n / 2\rfloor-j / 2) R^{n}(1, j+1 \mid 1, j+2)-\sum_{\substack{j=2 \\
j \text { even }}}^{n-2}(\lfloor n / 2\rfloor-j / 2) R^{n}(1, j \mid 1, j+1) .
\end{aligned}
$$

Now put $j \mapsto j-1$ in the first sum. The range chances to $j=3$ to $n-1, j$ odd, giving

$$
=\sum_{\substack{j=3 \\ j \text { odd }}}^{n-1}(\lfloor n / 2\rfloor-(j-1) / 2) R^{n}(1, j \mid 1, j+1)-\sum_{\substack{j=2 \\ j \text { even }}}^{n-2}(\lfloor n / 2\rfloor-j / 2) R^{n}(1, j \mid 1, j+1) .
$$

Observe that when $j$ is odd, $(j-1) / 2=\lfloor j / 2\rfloor$. And when $j$ is even, $j / 2=\lfloor j / 2\rfloor$. Both sums can be combined to give

$$
=-\sum_{j=2}^{n-1}(-1)^{j}(\lfloor n / 2\rfloor-\lfloor j / 2\rfloor) R^{n}(1, j \mid 1, j+1) .
$$

We can then set

$$
c^{n}(1, j \mid 1, j+1)=(-1)^{j}(\lfloor n / 2\rfloor-\lfloor j / 2\rfloor),
$$

in accordance with Dan. (Writing $c^{n}$ rather than just $c$ to emphasis the dependence on $n$.)
Overall, we have

$$
\begin{aligned}
& {\left[a_{0}\left|\left\{a_{1}, a_{2}\right\} Ш\left\{a_{3}, a_{4}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]} \\
& =\sum_{2 \leq i<j \leq n} c^{n}(i-1, j \mid i, j) R(i-1, j \mid i, j)+\lfloor n / 2\rfloor A_{1,2}^{n}+ \\
& \quad-\sum_{j=2}^{n-1} c^{n}(1, j \mid 1, j+1) R^{n}(1, j \mid 1, j+1)
\end{aligned}
$$

By rearranging this, we therefore obtain the following theorem
Theorem 5.1.30. The following equality holds

$$
\begin{aligned}
\lfloor n / 2\rfloor\left[a_{0} \mid\right. & \left.a_{1}, \ldots, a_{n} / / x \mid a_{n+1}\right]= \\
& \quad-\sum_{2 \leq i<j \leq n} c^{n}(i-1, j \mid i, j) R(i-1, j \mid i, j)+ \\
& +\sum_{2 \leq j \leq n-1} c^{n}(1, j \mid 1, j+1) R^{n}(1, j \mid 1, j+1)+ \\
& +\left[a_{0}\left|\left\{a_{1}, a_{2}\right\} Ш\left\{a_{3}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right] .
\end{aligned}
$$

And in particular for $n \geq 3$,

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

is explicitly given as a sum of hyperlogs in $\leq n-2$ variables, modulo products.
Corollary 5.1.31. By setting $x=\infty$, we get an expression for $\left[a_{0}\left|a_{1}, \ldots, a_{n}\right| a_{n+1}\right]$ as a sum of
hyperlogs in $\leq n-2$ variables.

### 5.1.7.2 Structured approach for $n$ odd

Dan remarks that when $n$ is odd, one can obtain an even simpler expression for this reduction. This is done as follows.

Lemma 5.1.32. Let $S$ be the set of $(1, n-1)$ shuffles, which can be identified with the terms in the shuffle product $a_{1} \amalg\left(a_{2} \ldots a_{n}\right)$. Then

$$
\sum_{\sigma \in S} \operatorname{sgn}(\sigma)=1
$$

Proof. Each term in $S$ is completely determined by the position of $a_{1}$. If $a_{1}$ is in position $j$, then it takes $j-1$ swaps to put the permutation into the original order. Hence

$$
\sum_{\sigma \in S} \operatorname{sgn}(\sigma)=\sum_{j=1}^{n}(-1)^{j-1}
$$

Since $n=2 k+1$ is odd, we can break this up into

$$
\begin{aligned}
& =\sum_{\substack{j=1 \\
j \text { even }}}(-1)+\sum_{\substack{j=1 \\
j \text { odd }}} 1 \\
& =j \cdot(-1)+(j+1) \cdot 1 \\
& =1
\end{aligned}
$$

This completes the proof.
Definition 5.1.33. Write

$$
A_{i}^{n}:=[a_{0}|a_{2}, \ldots, a_{i}, \underbrace{a_{1}}_{\text {position } i}, a_{i+1}, \ldots, a_{n} / / x| a_{n+1}]
$$

where position $i$ is filled with $a_{1}$, and the remaining positions are filled with $a_{2}, \ldots, a_{n}$ in this order.
Lemma 5.1.34. Consider the expression $A_{i}^{n}+A_{i+1}^{n}$. This can be expressed as an explicit sum of hyperlogs in $\leq n-2$ variables.

Proof. Observe that $A_{i}^{n}+A_{i+1}^{n}$ is a transposition, obtained by swapping positions $i$ and $i+1$. Since it is a transposition, it can be expressed as a sum in $\leq n-2$ variables using the Corollary 5.1.21 and the $D$ operator. So the result holds.

Definition 5.1.35. Denote by $R_{i}^{n}$ the relation expressing $A_{i}^{n}+A_{i+1}^{n}$ as a sum in $\leq n-2$ variables.

Since each term in $\left[a_{0}\left|\left\{a_{1}\right\} \amalg\left\{a_{2}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]$ is determined by the position of $a_{1}$, we obtain

$$
\left[a_{0}\left|\left\{a_{1}\right\} ш\left\{a_{2}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]=\sum_{i=1}^{n} A_{i}^{n}
$$

Since $n$ is odd, we may write this as

$$
\begin{aligned}
=A_{1}^{n}+\sum_{\substack{i=2 \\
i \text { even }}}^{n} A_{i}^{n}+A_{i+1}^{n} & =A_{1}^{n}+\sum_{\substack{i=2 \\
i \text { even }}}^{n} R_{i}^{n} \\
& =A_{1}^{n}+\sum_{j=1}^{\lfloor n / 2\rfloor} R_{2 j}^{n} .
\end{aligned}
$$

By rearranging this, we obtain the following theorem.
Theorem 5.1.36. For odd $n$, the following equality holds

$$
\begin{aligned}
& {\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]=} \\
& \qquad\left[a_{0}\left|\left\{a_{1}\right\} Ш\left\{a_{2}, \ldots, a_{n}\right\} / / x\right| a_{n+1}\right]-\sum_{j=1}^{\lfloor n / 2\rfloor} R_{2 j}^{n}
\end{aligned}
$$

And in particular for odd $n \geq 3$,

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

is explicitly given as a sum of hyperlogs in $\leq n-2$ variables, modulo products.

### 5.1.8 Reduction of generalised hyperlog to $I$

When we apply this procedure, we will obtain a number of terms of the form

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]
$$

Ultimately we want to convert these back to the usual iterated integrals $I_{n_{1}, \ldots, n_{k}}$. Doing this will give arguments involving cross-ratios as follows.

Firstly, convert this to an ordinary hyperlogarithm, with $x \rightsquigarrow \infty$, by writing

$$
\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]=\left[\left(a_{0}-x\right)^{-1}\left|\left(a_{1}-x\right)^{-1}, \ldots,\left(a_{n}-x\right)^{-1} / / \infty\right|\left(a_{n+1}-x\right)^{-1}\right]
$$

This ordinary hyperlogarithm is invariant under affine transformation, so apply the translation $t \mapsto t-\left(a_{0}-x\right)^{-1}$. This sets the lower bound of integral to 0 . The other arguments change as follows

$$
\frac{1}{a_{i}-x} \mapsto \frac{1}{a_{i}-x}-\frac{1}{a_{0}-x}=\frac{a_{0}-a_{i}}{\left(a_{i}-x\right)\left(a_{0}-x\right)}
$$

Now apply the scaling $t \mapsto t \frac{\left(a_{n+1}-x\right)\left(a_{0}-x\right)}{a_{0}-a_{n+1}}$, which sets the upper bound of the integral to 1 . The other arguments change to

$$
\begin{aligned}
\frac{a_{0}-a_{i}}{\left(a_{i}-x\right)\left(a_{0}-x\right)} & \mapsto \frac{a_{0}-a_{i}}{\left(a_{i}-x\right)\left(a_{0}-x\right)} \frac{\left(a_{n+1}-x\right)\left(a_{0}-x\right)}{a_{0}-a_{n+1}} \\
& =\frac{\left(a_{0}-a_{i}\right)\left(a_{n+1}-x\right)}{\left(a_{i}-x\right)\left(a_{0}-a_{n+1}\right)} \\
& =\operatorname{cr}\left(a_{n+1}, a_{i}, x, a_{0}\right) .
\end{aligned}
$$

Overall, we find that

$$
\begin{aligned}
& {\left[a_{0}\left|a_{1}, \ldots, a_{n} / / x\right| a_{n+1}\right]} \\
& =\left[0\left|\operatorname{cr}\left(a_{n+1}, a_{1}, x, a_{0}\right), \ldots, \operatorname{cr}\left(a_{n+1}, a_{n}, x, a_{0}\right)\right| 1\right] .
\end{aligned}
$$

In the Dan reduction procedure, the number of variables is reduced from $n$ to $n-2$ in each integral. This means that at least $2 a_{i}$ 's will equal $a_{0}$ in the terms we apply this to. In this situation the cross-ratio reduces to 0 (or indeed the argument will be identically 0 after the translation step), which has the effect of reducing the depth of the iterated integral by 2 to $n-2$.

### 5.2 Reduction of $I_{1,1,1,1}$

### 5.2.1 Procedure when $n=4$, correcting Dan's reduction of $I_{1,1,1,1}$

In this section we will run this method for $n=4$, in order to correct the expression Dan gives for $I_{1,1,1,1}(w, x, y, z)$, or more precisely for $I(a ; b, c, d, e ; f)$. We can obtain the reduction for $I_{1,1,1,1}(w, y, x, z)$ by setting $a=0$ and $f=1$.

Firstly, apply Theorem 5.1.30 with $n=4$ to obtain

$$
\begin{aligned}
& 2\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right] \\
& =\left(R^{4}(1,2 \mid 1,3)-R^{4}(1,3, \mid 1,4)\right)-\left(R^{4}(1,3, \mid 2,3)-R^{4}(2,4 \mid 3,4)\right)
\end{aligned}
$$

Let us focus on the term $R^{4}(1,2 \mid 1,3)$ now. This is supposed to be the expression for

$$
A_{1,2}^{4}+A_{1,3}^{4}=\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right]+\left[a_{0}\left|a_{1}, a_{3}, a_{2}, a_{4} / / x\right| a_{5}\right]
$$

as a sum in $\leq n-2$ variables, using the $D$ operator and Proposition 5.1.20 By this, we have

$$
\begin{align*}
A_{1,2}^{4}+A_{1,3}^{4}=D & \left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right], 2\right)+  \tag{5.2.1}\\
& -D\left(\left[a_{0}\left|a_{1}, x, a_{3}, a_{4} / / a_{2}\right| a_{5}\right], 3\right)+ \\
& +D\left(\left[a_{0}\left|a_{1}, x, a_{2}, a_{4} / / a_{3}\right| a_{5}\right], 2\right)
\end{align*}
$$

Now each $D$ is an explicit sum in $\leq n-2$ variables, using Proposition 5.1.18 and the operator $B$. Doing this for the first term gives

$$
\begin{aligned}
D\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right], 2\right) & =B\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right], 2\right) \\
& =\sum_{I}(-1)^{\# I} A\left(\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right], 2, I\right)
\end{aligned}
$$

where the sum runs over all $I \subset\{1,2, \ldots, n\}$ containing 2 and having $\# I \geq 2$. In this case the $I$ ranges over the subsets $\{1,2\},\{2,3\},\{2,4\},\{1,2,3\},\{1,2,4\},\{2,3,4\}$ and $\{1,2,3,4\}$. We
obtain

$$
\begin{aligned}
= & {\left[a_{0}\left|a_{2}, a_{2}, a_{3}, a_{4} / / x\right| a_{5}\right]+\left[a_{0}\left|a_{1}, a_{2}, a_{2}, a_{4} / / x\right| a_{5}\right]+\left[a_{0}\left|a_{1}, a_{2}, a_{3}, a_{2} / / x\right| a_{5}\right]+} \\
& -\left[a_{0}\left|a_{2}, a_{2}, a_{2}, a_{4} / / x\right| a_{5}\right]-\left[a_{0}\left|a_{2}, a_{2}, a_{3}, a_{2} / / x\right| a_{5}\right]-\left[a_{0}\left|a_{1}, a_{2}, a_{2}, a_{2} / / x\right| a_{5}\right]+ \\
& +\left[a_{0}\left|a_{2}, a_{2}, a_{2}, a_{2} / / x\right| a_{5}\right] .
\end{aligned}
$$

From here $a_{2}$ must be shuffled out of the first position of each term using Lemma 5.1.14 This will let us express each term as the difference of an integral from $a_{2}$ to $a_{0}$ and from $a_{2}$ to $a_{5}$, as in Lemma 5.1.16 Doing so gives

$$
=\phi\left(a_{0}\right)-\phi\left(a_{5}\right)
$$

where

$$
\begin{aligned}
\phi(c)= & {\left[a_{2}\left|a_{1}, a_{2}, a_{2}, a_{2} / / x\right| c\right]-\left[a_{2}\left|a_{1}, a_{2}, a_{2}, a_{4} / / x\right| c\right]-\left[a_{2}\left|a_{1}, a_{2}, a_{3}, a_{2} / / x\right| c\right]+} \\
& +3\left[a_{2}\left|a_{3}, a_{2}, a_{2}, a_{2} / / x\right| c\right]-\left[a_{2}\left|a_{3}, a_{2}, a_{2}, a_{4} / / x\right| c\right]-\left[a_{2}\left|a_{3}, a_{2}, a_{4}, a_{2} / / x\right| c\right]+ \\
& -\left[a_{2}\left|a_{3}, a_{4}, a_{2}, a_{2} / / x\right| c\right]-\left[a_{2}\left|a_{4}, a_{2}, a_{2}, a_{2} / / x\right| c\right] .
\end{aligned}
$$

Now this must be repeated for the other two occurrences of $D$ in Equation 5.2.1, in order to get an expression for $R^{4}(1,2 \mid 1,3)$. Then the whole procedure must be repeated for the remaining 3 relations $R^{4}$.

After doing this, we may use the following identities to convert between $I_{1,3}$, and $I_{2,2}$ and $I_{3,1}$

$$
\begin{aligned}
& I_{2,2}(x, y) \stackrel{\text { 巴 }}{=}-I_{1,3}(x, y)-I_{1,3}(y, x)-I_{3,1}(x, y) \\
& \quad I_{1,3}\left(x, y \stackrel{\text { ש }}{=} I_{4}(x)-I_{3,1}\left(x, \frac{x}{y}\right)\right.
\end{aligned}
$$

By converting all terms of the result to $I_{3,1}$ and $I_{4}$ we obtain the following theorem.
Theorem 5.2.1 (Correction to Théorème 2 in Dan11). As shorthand, write abcd $:=\operatorname{cr}(a, b, c, d)$, and $a b c:=\operatorname{cr}(a, b, c, \infty)$. Moreover, write $[x, y]:=[x, y]_{3,1}=[0|x, 0,0, y| 1]$ and $[x]:=[x]_{4}=[0 \mid$ $x, 0,0,0, \mid 1]$. Then modulo products

$$
[a|b, c, d, e| f]=\phi(a ; b, c, d, e)-\phi(f ; b, c, d, e),
$$

where

$$
\begin{align*}
& 2 \phi(a ; b, c, d, e):= \\
& \quad[a b c d, a e c d]-[a b c d, d c b]+[a b c e, b d e c]+[a b c e, c e a]-[a b c e, e c b]+ \\
& \quad+2[a b d, a c d]-2[a b d, a e d]-[a b d, e b d]+[a b e, a c e]-[a c b d, d b c]+ \\
& \quad+[a c b e, e b c]-2[a c d, b c d]+[a c e, b c e]-[a c e, d c e]-[a d b e, a c b e]+ \\
& \quad+[a d b e, e b d]-[a d c e, c e a]-[a d c e, e c d]-[a d e, a b e]+[a d e, b d e]+ \\
& \quad-[a d e, c d e]-[a e b d, b d c e]-[a e c d, d c e]-[a e d, b e d]-2[b a c, b d c]+  \tag{5.2.2}\\
& \quad+[b a c, d a c]+[b d a, a c b d]-[b d a, a e b d]-[b d a, b d c]+[b e a, a c b e]+
\end{align*}
$$

$$
\begin{aligned}
& +[b e a, b e c]-[c a b, c d b]+[c a b, c e b]-[c d a, a e c d]-[c d a, c d e]+ \\
& -[c e a, c e b]+[c e a, c e d]+2[d a b, c a b]+[d a b, d c b]-2[d a b, e a b]+ \\
& -[d a c, d b c]-[d a c, d e c]-[d a c, e a c]+[e a b, e c b]-2[e a c, e d c]+ \\
& \quad+\gamma(a ; b, c, d, e) .
\end{aligned}
$$

And

$$
\begin{aligned}
\gamma(a ; b, c, d, e):= & {[a b c e]+5[a b d]-4[a b e]+4[a c b d]-2[a c b e]+2[a c d]+2[a c e]+} \\
& -2[a d c e]+2[a d e]+2[a e c d]+[a e d]+2[b a c]+2[b d a]-4[b e a]+ \\
& -2[c a b]+4[c d a]+3[c e a]+[d a b]+8[d a c]-3[e a b]+2[e a c]
\end{aligned}
$$

is an explicit sum of $I_{4}$ 's of rational functions.
Remark 5.2.2. In the original paper, Dan does not give the $I_{4}$ terms explicitly, but says only that such an explicit linear combination exists. Here it is given explicitly for completeness.
This expression has been obtained by implementing Dan's reduction method in Mathematica MA, and converting to $I_{3,1}$ via the above identities. The final result has been checked using Duhr's PolylogTools package PT to confirm the symbol vanishes modulo products. Lastly the TeXutilities package TU for Mathematica was used to automatically $\mathrm{EA}_{\mathrm{E}} \mathrm{X}$ the resulting expression to ensure no typos occured.

Remark 5.2.3. All of the terms in Equation 5.2.2 can in fact be written in the 'coupled cross-ratio' form from Section 4.1.2 For example, in the first term $[a b c d, a e c d]=[a b c d, a e c d]_{3,1}$, of Equation 5.2.2 the cross-ratios can be re-written to show that $[a b c d, a e c d]_{3,1}=[c d a b, c d a e]_{3,1}$. But now this term can be written using the 'couple cross-ratio' shorthand to give

$$
[a b c d, a e c d]_{3,1}=I_{3,1}(c d a b e)
$$

By reintroducing $\infty$ 's if necessary, the same thing works for all the remaining terms. For example, the second term gives

$$
[a b c d, d c b]_{3,1}=I_{3,1}(d c b a \infty)
$$

On the level of symbols, this result holds modulo products. Working modulo $\delta$, the terms in $\gamma(a ; b, c, d, e)$ go to 0 , giving the remaining terms of $\phi(a ; b, c, d, e)$ as the leading terms in the expression.

Potentially more interesting is the reduction to $I_{4}$ and $I_{2,2}$ in light of the folklore conjecture that indices 1 can always be eliminated from MPL's. For that, we can make use of the following identity

$$
I_{3,1}(x, y) \stackrel{\amalg}{=} \frac{1}{2}\left(I_{2,2}(y, x)-I_{2,2}(x, y)\right),
$$

to obtain
Corollary 5.2.4 (Dan with $\left.I_{2,2}\right)$. As shorthand, write $a b c d:=\operatorname{cr}(a, b, c, d)$, and $a b c:=\operatorname{cr}(a, b, c, \infty)$. Also write $[x, y]_{2,2}=[0|x, 0, y, 0| 1]$ and $[x]:=[x]_{4}=[0|x, 0,0,0| 1$,$] . Then modulo products$

$$
[a|b, c, d, e| f]=\phi(a ; b, c, d, e)-\phi(f ; b, c, d, e)
$$

where $\phi(a ; b, c, d, e)$ is exactly as given in Equation 5.2.2. and we understand that the shorthand $[x, y]$ is now as follows

$$
[x, y]=\frac{1}{2}\left([y, x]_{2,2}-[x, y]_{2,2}\right)
$$

### 5.2.2 Relation to Dan's previous reduction, and $I_{3,1}$ functional equations

Recall that in Théorème 3 of Dan08, Dan gives a different reduction for $I_{1,1,1,1}$ to $I_{3,1}$ and $I_{4}$ terms. This version is specific to the weight 4 case $I_{1,1,1,1}$, and produces a more symmetrical and structured identity. Nevertheless, there is a typo in the expression Dan gives, but fortunately one can take advantage of the extra structure to easily correct the result. The correction below was provided by Gangl.

Theorem 5.2.5 (Théorème 3 in Dan08, corrected by Gangl). As shorthand, write abcd $:=\operatorname{cr}(a, b, c, d)$, and $a b c:=\operatorname{cr}(a, b, c, \infty)$. Moreover, write $[x, y]:=[x, y]_{3,1}=[0|x, 0,0, y| 1]$ and $[x]:=[x]_{4}=[0 \mid$ $x, 0,0,0, \mid 1]$. Then modulo products

$$
[a|b, c, d, e| f]=f(a ; b, c, d, e)-f(f ; b, c, d, e)
$$

where

$$
\begin{aligned}
20 f(a ; b, c, d, e):= & g(a, b, c, d, e)+ \\
& -g(\infty, b, c, d, e)-g(a, \infty, c, d, e)-g(a, b, \infty, d, e)+ \\
& -g(a, b, c, \infty, e)-g(a, b, c, d, \infty)+ \\
& +10 h(a, b, c, d, e) .
\end{aligned}
$$

And $g$ and $h$ are defined by

$$
\begin{aligned}
& g(a, b, c, d, e):=\operatorname{Cyc}_{\{a, b, c, d, e\}}\left([a b c d, a b c e]_{3,1}-[e d c b, e d c a]_{3,1}-3[a b d c, a b d e]_{3,1}+3[e d b c, e d b a]_{3,1}\right) \\
& h(a, b, c, d, e):=\operatorname{Cyc}_{\{a, b, c, d, e\}}\left([c a b]_{4}+[b d a]_{4}+[a d b]_{4}+[b a d]_{4}\right)
\end{aligned}
$$

Remark 5.2.6. The mistakes in Dan's expression occur in the first summand of $g$, where he write $[a b c d, b c d e]_{3,1}$ rather than $[a b c d, a b c e]_{3,1}$. This is easily corrected upon noticing that for the remaining summands, the first 3 cross-ratio slots agree in each pair - that is, each is a 'coupled cross-ratio'. There is also a mistake in (his equivalent of) $h$, where the sign of the third term $[a d b]_{4}$ is flipped. Moreover there appears to be a global sign error, so -20 in the definition of $f$ is replaced with 20 above.

Once Dan has these two reductions, he wonders how the combinations $\phi$ and $f$ relate. By setting the two expressions equal, one obtains a functional equation reducing a certain combination of $I_{3,1}$ 's to $I_{4}$ 's. Specifically there is the question of whether $\phi$ and $f$ are exactly equal, and whether this functional equation, a prior of 4 variables, splits into two functional equations of 3 variables.

Using the symbol, we can answer this question as follows.

Claim 5．2．7．The combinations $f(a ; b, c, d, e)$ and $\phi(a ; b, c, d, e)$ are not equal．

Proof．If $f$ and $\phi$ were equal，then their symbols modulo $\delta$ would also have to be equal．One can explicitly check using Mathematica MA that these symbols are different．Moreover，checking the symbol shows that $\phi(a ; b, c, d, e)$ is not even cyclically symmetric，so there is no hope that $f$ and $\phi$ agree．

Nevertheless，by comparing the two expansions $\phi(a ; b, c, d, e)-\phi(f ; b, c, d, e) \stackrel{\amalg}{=}[a|b, c, d, e| f] \stackrel{\text { 巴 }}{=}$ $f(a ; b, c, d, e)-f(f ; b, c, d, e)$ ，we obtain a functional equation relating a certain combination of $I_{3,1}$＇s to $I_{4}$＇s，modulo products $\amalg$ ．Unfortunately，the functional equation which results is not as interesting as one might hope．It reduces to a（complicated）combination of the following four basic functional equations，already given by Gangl in Gan16．（It is the sum of approximately 630 instances of these basic functional equations．The leftover $I_{4}$ terms cancel pairwise using $I_{4}(x)=-I_{4}\left(\frac{1}{x}\right)$ ．）

Identity 5．2．8（Gangl）．Using the notation of Chapter 4，the following identities hold modulo ш．

$$
\begin{align*}
& I_{3,1}((a b) c d e)-I_{3,1}((b a) c d e)+ \\
& -I_{4}(a b c d)+I_{4}(a b c e)+3 I_{4}(a b d e) \stackrel{\text { Ш }}{=} 0  \tag{3,1}\\
& I_{3,1}(a(b c) d e)-I_{3,1}(a(c b) d e)+ \\
& +I_{4}(c b a d)-I_{4}(c b a e)+2 I_{4}(a b d e)+2 I_{4}(c a d e)+I_{4}(c b d e) \stackrel{\text { 巴 }}{=} 0 \quad\left(I_{3,1} b c\right) \\
& I_{3,1}(a b c(d e))+I_{3,1}(a b c(e d)) \stackrel{\text { Ш }}{=} 0  \tag{3,1}\\
& I_{3,1}((a b c d) e)+I_{3,1}((b c d a) e)+I_{3,1}((c d a b) e)+I_{3,1}((d a b c) e)+\quad\left(I_{3,1} \text { cyc }\right)  \tag{3,1}\\
& +I_{4}(a c b e)+I_{4}(b d c e)+I_{4}(c a d e)+I_{4}(d b a e)+ \\
& +2 I_{4}(a b d e)+2 I_{4}(b c a e)+2 I_{4}(c d b e)+2 I_{4}(d a c e) \stackrel{\text { ש }}{=} 0
\end{align*}
$$

In fact，this was to be expected．Gangl has found that these functional equations provide a basis for the space of all relations between $I_{3,1}(a b c d e)$ terms．Moreover，we know from Remark 5．2．3 that every term of the weight 4 reduction can be written in this form．

## 5．3 Reduction of $I_{1,1,1,1,1}$

We shall now apply Dan＇s reduction procedure to the quintuple－log $I_{1,1,1,1,1}(v, w, x, y, z)$ to obtain expressions for it in terms of lower depth multiple polylogarithms．Or rather we shall apply it to $H(a|b, c, d, e, f| g)$ ，like above．Firstly we will examine the＇raw＇output of the reduction procedure which reduces $I_{1,1,1,1,1}$ to the 11 depth $\leq 3$ integral $I_{5}, I_{4,1}, I_{3,2}, I_{3,1,1}, I_{2,2,1}, \ldots$ ．Then using some identities from Chapter 4 we will be able to reduce this expression to explicit $I_{5}, I_{3,2}, I_{3,1,1}$ terms only， modulo $ш$ ．

In order to explicitly confirm the folklore conjecture that indices 1 can always be eliminated from MPL's, we need to reduce $I_{3,1,1}$ to $I_{3,2}$ terms and $I_{5}$ terms. Like the reduction of $I_{3,2}$ to $I_{4,1}$ modulo $\delta$ given in Identity 4.2.17 we can give a brute force reduction of $I_{3,1,1}$ in terms of $I_{3,2}$, modulo $\delta$. Currently I am unable to find the missing $\operatorname{Li}_{5}$ terms to give an reduction of $I_{3,1,1}$ to $I_{3,2}$ and $I_{5}$, modulo $ш$. Nevertheless, this allows us to reduce $I_{1,1,1,1,1}$ to only $I_{3,2}$ terms, modulo $\delta$, and reduces the problem of a full reduction to dealing only with the case $I_{3,1,1}$ in terms of $I_{3,2}$ and $I_{5}$. Moreover, an expression for $I_{3,2}$ in terms of $I_{4,1}$ and very complicated $\mathrm{Li}_{5}$ terms does exist, as given in Section B. 1 We therefore have cause for optimism in trying to find a similar expression for $I_{3,1,1}$ in terms of $I_{3,2}$ terms and $\mathrm{Li}_{5}$ terms.

### 5.3.1 'Raw' output of $I_{1,1,1,1,1}$ reduction

When attempting to reduce $I_{1,1,1,1,1}$ with Dan's reduction method, there are two choices. We can either use the structured approach from Section 5.1.7.1 which works for all $n$. Or we can use the structured approach from Section 5.1.7.2 which works only for $n$ odd. The $n$ odd approach has the advantage of producing significantly shorter reductions. We will compare the two initial results to see how much better the $n$ odd approach works.

All $n$ approach: Apply the all $n$ approach to $[a|b, c, d, e, f| g]$. The result can be written as $\phi^{\prime}(a ; b, c, d, e, f)-\phi^{\prime}(g ; b, c, d, e, f)$, where $\phi^{\prime}$ consists of this terms which contain the variable $a$. We obtain the following distribution of terms in $\phi^{\prime}$.

| Integral | Number of such terms in $\phi^{\prime}$ |
| :---: | :---: |
| $I_{5}$ | 37 |
| $I_{1,4}$ | 29 |
| $I_{2,3}$ | 39 |
| $I_{3,2}$ | 41 |
| $I_{4,1}$ | 34 |
| $I_{1,1,3}$ | 14 |
| $I_{1,2,2}$ | 22 |
| $I_{1,3,1}$ | 21 |
| $I_{2,1,2}$ | 22 |
| $I_{2,2,1}$ | 26 |
| $I_{3,1,1}$ | 22 |
| Total number | 307 |

Odd $n$ approach: Apply the odd $n$ approach to $[a|b, c, d, e, f| g]$. The result can be written as $\psi(a ; b, c, d, e, f)-\psi(g ; b, c, d, e, f)$, where $\psi$ consists of those terms which contain the variable $a$. We obtain the following distribution of terms in $\psi$.

| Integral | Number of such terms in $\psi$ |
| :---: | :---: |
| $I_{5}$ | 20 |
| $I_{1,4}$ | 11 |
| $I_{2,3}$ | 17 |
| $I_{3,2}$ | 17 |
| $I_{4,1}$ | 11 |
| $I_{1,1,3}$ | 6 |
| $I_{1,2,2}$ | 5 |
| $I_{1,3,1}$ | 6 |
| $I_{2,1,2}$ | 7 |
| $I_{2,2,1}$ | 7 |
| $I_{3,1,1}$ | 6 |
| Total number | 113 |

Already one can see that the $n$ odd approach is significantly better as it involves only about one-third the number of terms, compared to the all $n$ approach. This reduction of $I_{1,1,1,1,1}$ to depth $\leq 3$ integrals is (just) short enough to give explicitly.

Identity 5.3.1. As shorthand recall the 'coupled cross-ratio' notation from Section 4.1.2, which has $I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1} \ldots d_{k}\right):=I_{n_{1}, \ldots, n_{k}}\left(\operatorname{cr}\left(a, b, c, d_{1}\right), \ldots, \operatorname{cr}\left(a, b, c, d_{k}\right)\right)$. Then modulo products, Dan's reduction procedure the following reduction

$$
[a|b, c, d, e, f| g]=\psi(a ; b, c, d, e, f)-\psi(g ; b, c, d, e, f)
$$

where

$$
\begin{aligned}
& \psi(a ; b, c, d, e, f):= \\
& \begin{aligned}
& I_{5}(- {[b d a c]+4[b d a e]-[b d a f]+4[b d a \infty]-[b f a c]+4[b f a d]-6[b f a e]+4[b f a \infty]+} \\
& \quad+6[d \infty a b]+[d \infty a c]-4[d \infty a e]+[d \infty a f]+[f \infty a b]+[f \infty a c]-4[f \infty a d]+ \\
&+6[f \infty a e]+2[\infty b a c]+2[\infty b a d]+2[\infty b a e]+2[\infty b a f])+ \\
&+I_{1,4}([b d a c \infty]-[b d a e f]+[b f a c d]-3[b f a d e]+3[b f a e \infty]-3[d \infty a b e]+ \\
&\quad+[d \infty a e f]-[f \infty a c d]+3[f \infty a d e]-[\infty b a c d]+[\infty b a e f])+ \\
&+I_{2,3}(-[b d a e f]-2[b d a \infty e]+[b f a c e]-[b f a d e]-2[b f a d \infty]+2[b f a e \infty]+ \\
& \quad-2[d \infty a b e]-[d \infty a b f]-[d \infty a c b]+[d \infty a e f]-[f \infty a c e]+[f \infty a d e]+ \\
&\quad-[f \infty a e b]-[\infty b a c d]-[\infty b a c e]-[\infty b a d e]-[\infty b a d f])+ \\
&+I_{3,2}([b d a c e]-[b d a e f]-2[b d a \infty e]-[b d a \infty f]+[b f a c \infty]-2[b f a d \infty]+ \\
& \quad+[b f a e \infty]-[d \infty a b e]-2[d \infty a b f]-[d \infty a c e]+[d \infty a e f]+[f \infty a d b]+ \\
&\quad-2[f \infty a e b]-[\infty b a c e]-[\infty b a d e]-[\infty b a d f]-[\infty b a e f])+ \\
&+I_{4,1}([b d a c f]-[b d a e f]-3[b d a \infty f]-3[d \infty a b f]-[d \infty a c f]+[d \infty a e f]+
\end{aligned}
\end{aligned}
$$

$$
\begin{aligned}
& \quad-[f \infty a c b]+3[f \infty a d b]-3[f \infty a e b]-2[\infty b a c f]-2[\infty b a e f])+ \\
& +I_{1,1,3}(-[b f a c d e]+2[b f a d e \infty]+[d \infty a b e f]+[f \infty a c d e]+[\infty b a c d e]+[\infty b a d e f])+ \\
& +I_{1,2,2}(-[b d a c \infty e]-[b f a c d \infty]+[b f a d e \infty]+[d \infty a b e f]-[f \infty a d e b])+ \\
& + \\
& +I_{1,3,1}(-[b d a c \infty f]+[d \infty a b e f]+[f \infty a c d b]-2[f \infty a d e b]+[\infty b a c d f]-[\infty b a d e f])+ \\
& + \\
& I_{2,1,2}([b d a \infty e f]-[b f a c e \infty]+[b f a d e \infty]+[d \infty a b e f]+[d \infty a c b e]+[\infty b a c d e]+[\infty b a d e f])+ \\
& + \\
& +I_{2,2,1}([b d a \infty e f]+[d \infty a b e f]+[d \infty a c b f]+[f \infty a c e b]-[f \infty a d e b]+[\infty b a c d f]+[\infty b a c e f])+ \\
& + \\
& +I_{3,1,1}(-[b d a c e f]+2[b d a \infty e f]+[d \infty a b e f]+[d \infty a c e f]+[\infty b a c e f]+[\infty b a d e f]) .
\end{aligned}
$$

### 5.3.2 Reduction of $I_{1,1,1,1,1}$ to $I_{3,1,1}, I_{3,2}$ and $I_{5}$ modulo products

From Chapter 4 we have a number of identities which relate depth 2 and depth 3 iterated integrals. In particular, Proposition 4.2.22 allows us to write $I_{1,4}$ as $I_{4,1}$, and write $I_{2,3}$ as $I_{3,2}$. Then Equation 4.2.7b in Identity 4.2.16 allows us to write $I_{4,1}$ as a sum of $I_{3,2}$ terms.

Moreover, Theorem 4.3.18 tells us that all depth 3 interated integrals are somehow 'equivalent' modulo $I_{3,2}$. In particular, every such integral can be written as $I_{3,1,1}$. We can use Identity 4.3.16, and Identity 4.3 .20 to explicitly reduce $I_{1,3,1}$ and $I_{2,2,1}$ to $I_{3,1,1}$, modulo products. We can also use Identity 4.3.19 but we first need to add in the missing $\mathrm{Li}_{5}$, or rather $I_{5}$, terms. We have

Identity 5.3.2. We can find $I_{5}$ terms for Identity 4.3.19, to give the following identity relating $I_{1,1,3}$ to $I_{3,1,1}$, modulo products, with explicit $I_{3,2}$ and $I_{5}$ terms.

$$
\begin{aligned}
I_{3,1,1}(a b c d e f)-I_{1,1,3}(a b d c f e) \stackrel{\oplus}{=} \frac{1}{3} & I_{3,2}(-[a b d f e]-[a b f c e]-[a b f d e]-[a b f e d]+ \\
& -[b a e f d]+[b a f e c]+[b a f e d])+ \\
& +\frac{1}{3} I_{5}(-16[a b e d]+4[a b f d]-7[a b f e]-6[a b c e]+4[a b c f])
\end{aligned}
$$

To complete the reduction to $I_{3,1,1}, I_{3,2}$ and $I_{5}$, we need to give a reduction for $I_{2,1,2}$ and $I_{1,2,2}$ to $I_{3,1,1}$, $I_{3,2}$ and $I_{5}$. Theorem 4.3.18 shows that this can certainly be done, modulo $I_{3,2}$, then we could attempt to find the missing $I_{5}$ terms. Alternatively, one can more directly find the the following identities.

Identity 5.3.3. The following identity expresses $I_{2,1,2}$ in terms of $I_{3,1,1}$ terms, $I_{3,2}$ terms, and $I_{5}$ terms, modulo products.

$$
\begin{aligned}
& I_{2,1,2}(a b c d e f) \stackrel{ఱ}{=} \\
& I_{3,1,1}([a b c d f e]+[a b c f d e]+[a b c f e d]+[a b d c e f]+[a b d e c f]+[a b e d c f])+ \\
& +I_{3,2}([a b c d f]+2[a b c e f]-[a b c f d]-[a b c f e]+[a b d c f]+[a b d e f]+ \\
& +2[a b e c f]+[a b e d f]-[a b e f c])+I_{5}(12[a b c f]+6[a b d f]+12[a b e f])
\end{aligned}
$$

Identity 5.3.4. The following identity expresses $I_{1,2,2}$ in terms of $I_{3,1,1}$ terms, $I_{3,2}$ terms, and $I_{5}$
terms, modulo products.

$$
\begin{aligned}
& I_{1,2,2}(a b c d e f) \stackrel{\amalg}{=} \\
& I_{3,1,1}(-[a b c f e d]-[a b d c e f]-[a b d c f e]-[a b d e c f])+ \\
& +I_{3,2}(-2[a b c e f]+[a b c f e]-2[a b e c f]-[a b e f d]-[a b f e d])+ \\
& +I_{5}(-12[a b c f]-6[a b d e]-6[a b d f]-6[a b e f])
\end{aligned}
$$

Applying the above identities to $\psi$ from Identity 5.3 .1 produces $\psi^{\prime}(a ; b, c, d, e, f)$ with the following distribution of terms. The explicit expression for $\psi^{\prime}$ is given in the appendix, in Section B. 3

| Integral | Number of such terms in $\psi^{\prime}$ |
| :---: | :---: |
| $I_{5}$ | 50 |
| $I_{3,2}$ | 125 |
| $I_{3,1,1}$ | 69 |
| Total number | 244 |

### 5.3.3 Reduction of $I_{1,1,1,1,1}$ to $I_{3,2}$ modulo $\delta$

Ideally, the final step would be to give some way to write $I_{3,1,1}$ in terms of $I_{3,2}$ and $I_{5}$ modulo products. That way we can completely reduce $I_{1,1,1,1,1}$ to $I_{3,2}$ and $I_{5}$, and explicitly confirm that the index 1 can always be eliminated. Unfortunately the $I_{5}$ terms in this step have remained elusive. Nevertheless, we have the following identity which expresses $I_{3,1,1}$ in terms of $I_{3,2}$ modulo $\delta$.

Identity 5.3.5. The following identity expresses $I_{3,1,1}(a b c d e f) \leftrightarrow I_{3,1,1}(x, y, z)$ in terms of $I_{3,2}$ terms, modulo $\delta$.

$$
\left.\left.\left.\begin{array}{l}
3 I_{3,1,1}(a b c d e f) \stackrel{\delta}{=} \\
+I_{3,2}([a b c d e]+[a b c d f]+[a b c e d]+[a b c f d]-[a c b d f]-[a c b f d]-[a d b e f]+ \\
\quad-[a d b f e]+[b a f c e]+[b a f e c]-[b f a c e]-[b f a e c])+ \\
+I_{3,2}([a b c e, a c b d]+[a b c e, a d b c]+[a b c f, a d c b]-[a b d f, a e b f]-[a b e f, a d e b]+ \\
\quad-[a b e f, a e d b]+[a c b d, a b c e]+[a d b c, a b c e]-[a d b c, a b f c]+[a d b e, a b f e]+ \\
\quad-[a d b f, a e b d]+[a e b d, a b f e]-[a e b d, a d b f]-[a e b f, a b d f])+ \\
+I_{3,2} \\
\quad([a b c d, a b f e]-[a b e f, a b d c]-[a b e f, a d b c]+[a c b d, a e c f]-[a c b d, b c e f]+ \\
\quad-[a c b d, b e c f]-[a c d f, a d b e]-[a c d f, a e b d]+[a c d f, a e b f]-[a c e f, a d b c]+ \\
+ \\
+[a c e f, a d b e]+[a c e f, a e b d]-[a d b c, a b e f]-[a d b c, a c e f]-[a d b e, a c d f]+ \\
+ \\
+[a d b e, a c e f]-[a e b d, a c d f]+[a e b d, a c e f]+[a e b f, a c d f]+[a e c f, a c b d]+ \\
+
\end{array}\right][a f b e, b c d f]+[b c d f, a f b e]-[b c e f, a c b d]-[b e c f, a c b d]\right)\right]
$$

Remark 5.3.6. In this identity, the $I_{3,2}$ terms are grouped (roughly) according to their complexity. Initially we have 12 terms of the form $I_{3,2}(a b c d e)$, which constitute 'coupled cross-ratios'. One should
think of these as the simplest kind of term. Then we have 14 terms of the form $I_{3,2}(a b c e, a c b d)$; these do not exactly fit the form of a 'coupled cross-ratio', but they do involve only 5 of the 6 variables abcdef. This makes them of intermediate complexity. Lastly, we have 24 terms of the form $I_{3,2}(a b c d, a b e f)$, which contain all 6 of the variables in each term. These are the most complex type of term.

Remark 5.3.7. The above identity expresses $I_{3,1,1}$ in terms of $50 I_{3,2}$ terms. Slightly shorter expressions are possible, but they involve coefficients $\pm 1$ and $\pm \frac{1}{2}$, rather than just $\pm 1$, as above. In terms of generating (or rather not generating) a 'useful' final expression for $I_{1,1,1,1,1}$ in terms of $I_{3,2}$, choosing the longer expression over the shorter one makes little difference.

The expression for $I_{3,1,1}$ in terms of $I_{3,2}$ holds modulo $\delta$. One would hope to be able to find $\mathrm{Li}_{5}$ terms which make the identity hold modulo products only. So far this has been unsuccessful. But given the existence of the $\mathrm{Li}_{5}$ terms in Identity B.1.1, which make the brute-force expression for $I_{3,2}$ in terms of $I_{4,1}$ 's from Identity 4.2 .17 hold, modulo products, one is optimistic that $\mathrm{Li}_{5}$ terms to make Identity 5.3.5 hold, modulo products, do exist.

If we apply Identity 5.3.5 to the $\psi^{\prime}$ found in Section 5.3.2 (and given explicitly in Theorem B.3.1), we obtain the following.

Theorem 5.3.8. Modulo $\delta$, we can write

$$
[a|b, c, d, e, f| g]=\psi^{\prime \prime}(a ; b, c, d, e, f)-\psi^{\prime \prime}(g ; b, c, d, e, f),
$$

where $\psi^{\prime \prime}$ is an explicit combination of the following type of $I_{3,2}$ terms:

- 'Coupled cross-ratio terms' $I_{3,2}(a b c d e)$,
- 5-variable cross-ratio terms $I_{3,2}(a b c d, a b d e)$, and
- 6 -variable cross-ratio terms $I_{3,2}(a b c d$, abef).

Remark 5.3.9. In each case of Theorem 5.3.8 above, (viewing $[a b c d e]=[a b c d, a b c e]$ ), the number of cross-ratios which have a variable set to infinity is either 0,1 , or 2 . Moreover, the expression obtained for $\psi^{\prime \prime}$ by applying Identity 5.3.5 to Theorem B.3.1 has the following distribution of terms.

| Integral | Number of $\infty$ cross-ratios | Number of such terms in $\psi^{\prime \prime}$ |
| :---: | :---: | :---: |
| Coupled cross-ratio $I_{3,2}$ | 0 | 68 |
| Coupled cross-ratio $I_{3,2}$ | 1 | 88 |
| Coupled cross-ratio $I_{3,2}$ | 2 | 276 |
| 5-variable cross-ratio $I_{3,2}$ | 0 | 78 |
| 5-variable cross-ratio $I_{3,2}$ | 1 | 155 |
| 5-variable cross-ratio $I_{3,2}$ | 2 | 578 |
| 6-variable cross-ratio $I_{3,2}$ | 0 | 48 |
| 6-variable cross-ratio $I_{3,2}$ | 1 | 686 |
| 6-variable cross-ratio $I_{3,2}$ | 2 | 480 |
| Total number |  | 2457 |

## Chapter 6

## Arbitrary weight $I_{a, b}(x, y) \pm I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$ inversion identity

This chapter will focus on proving a generalisation of an identity found in Gan16] in the weight 4 case, and in Chapter 4 in the the weight 5 case. The identity Theorem 6.1.2 concerns the products and $\mathrm{Li}_{n}$ terms which complete $I_{a, b}(x, y) \pm I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\delta}{=} 0$ to an identity holding on the level of the symbol.

The proof of the general identity will involve a long and tedious calculation using the symbol of $I_{a, b}(x, y)$. It will be convenient to use the symbol for $I_{a, b}(x, y)$ as computed by Rhodes Rho12, but first we want to make some simplifications Section 6.2 .2 . The proof then proceeds by computing the symbol of the left hand side Section 6.2.3, and of the right hand side Section 6.2.5. Comparing both sides Section 6.2.6) after 'gathering' by the first tensor factor in each term completes the proof.

Finally we attempt to upgrade the subfamily $I_{n, 1}(x, y) \pm I_{n, 1}\left(\frac{1}{x}, \frac{1}{y}\right)$ to a candidate numerically testable family of identities holding at arbitrary weight, mimicking the approached used in the weight 4 case by Duhr (related by Gangl Gan16). To do this we need to compute refinements incorporating constant $\times$ lower weight terms which are invisible on the level of the symbol, but show up in the coproduct. We compute slices $\Delta_{k, 1, \ldots, 1}$ of the coproduct to explicitly find the weight 5 identity Section 6.3.2) and the weight 6 identity (Section 6.3.3). Enough of a pattern is apparent across the weight 4,5 and 6 cases to suggest an arbitrary weight numerically testable identity Section 6.3.4, which passes various numerical tests.

Addendum: we also point recent work by Panzer ('Parity theorem for multiple polylogarithms' Pan15]) which has subsumed the identities in this chapter, giving a numerically verifiable inversion identity for any multiple polylogarithm $\mathrm{Li}_{n_{1}, \ldots, n_{d}}$ of any depth, and of any indices.

### 6.1 Buildup to the identity

From various results when investigating symmetries and relations between weight 5 MPL's, it seems to be the case that for any depth 2 iterated integral $I_{a, b}(x, y)$, we always have the following symmetry.

$$
I_{a, b}(x, y)-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\delta}{=} 0
$$

See for example Equation 4.2.1b' for the case $I_{4,1}$, and Equation 4.2.4' for the case $I_{3,2}$.
Moreover, the leading order $\mathrm{Li}_{n}$ terms can be found in enough explicit cases to suggest the following general expression.

$$
\begin{aligned}
& I_{a, b}(x, y)-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right) \\
& \stackrel{\amalg}{=}(-1)^{a+b} \operatorname{Li}_{a+b}(x)+(-1)^{b}\binom{a+b-1}{a} \operatorname{Li}_{a+b}(y)-(-1)^{a}\binom{a+b-1}{b} \operatorname{Li}_{a+b}\left(\frac{x}{y}\right)
\end{aligned}
$$

For this, see Identity 4.2.7 and Identity 4.2.13
The next natural step is to find the missing product terms, so that we may give a symbol-level identity on the nose. It is possible to do this in each of these cases, and enough of a pattern is present to suggest a general identity. One such case is available in Identity 4.2.8.

Before stating the symbol-level identity, it is helpful to introduce some notation which will (slightly) simplify the calculation of the symbol later.

Definition 6.1.1. Let $\alpha \in \mathbb{Z}_{\geq 0}$. Then write

$$
\widetilde{\log }^{\alpha}(x):=\frac{1}{\alpha!} \log ^{\alpha}(x)
$$

In the case where $\alpha=0$, this is interpreted as

$$
\widetilde{\log }^{0}(x)=\frac{1}{0!} \log ^{0}(x)=1
$$

Theorem 6.1.2. For any $a, b \in \mathbb{Z}_{>0}$, the following identity holds exactly on the level of the symbol.

$$
\begin{align*}
& I_{a, b}(x, y)-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right) \quad \stackrel{\mathcal{S}}{=}  \tag{6.1.1a}\\
& (-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{a-i} \widetilde{\log }(y)^{b+i}+  \tag{6.1.1b}\\
& +(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}{ }_{i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{a-i} \operatorname{Li}_{b+i}(y)+  \tag{6.1.1c}\\
& -(-1)^{a} \sum_{i=0}^{b}\left({ }_{i}^{a-1+i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{b-i} \operatorname{Li}_{a+i}\left(\frac{x}{y}\right)+  \tag{6.1.1d}\\
& +(-1)^{a+b} \operatorname{Li}_{a}\left(\frac{x}{y}\right) \widetilde{\log }^{b}(y)+(-1)^{a+b} \operatorname{Li}_{a+b}(x) \tag{6.1.1e}
\end{align*}
$$

In particular, we have the leading terms

$$
I_{a, b}(x, y)-(-1)^{a, b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right) \stackrel{\varpi}{=}
$$

$$
(-1)^{b}\binom{a+b-1}{a} \operatorname{Li}_{a+b}(y)-(-1)^{a}\binom{a+b-1}{b} \operatorname{Li}_{a+b}\left(\frac{x}{y}\right)+(-1)^{a+b} \operatorname{Li}_{a+b}(x)
$$

The following section is devoted to proving this identity on the level of the symbol. The reader uninterested in working through the details may skip to Section 6.3 where the identity for $I_{n, 1}$ will be lifted up to a numerically testable identity.

### 6.2 Proof of the identity

The proof of the identity will be a direct calculation of the symbol of both sides. In order to calculate the LHS, I need to use the symbol of $I_{a, b}(x, y)$ as computed by Rhodes Rho12. In fact, I want to use a 'simplified' version of it, and in order to make the simplification we need some auxiliary results.

Warning 6.2.1. In the calculations that follow, we are working with multiplicative tensors from the symbol. So we cannot write 1 for the empty word (tensor of length 0 ) because $1 \in \mathbb{Q}(x)^{\otimes 1}$ is a perfectly good tensor factor. Moreover, in the symbol terms of the form $\cdots \otimes 1 \otimes \cdots$ vanish. Therefore we shall use $\emptyset$ to refer to the empty word.

### 6.2.1 Some lemmas

The auxiliary results needed are the following.
Lemma 6.2.2. Let $\Gamma$ be a tensor of some length, and let $\alpha, \beta$ some single tensor factors. We have

$$
\begin{aligned}
\alpha^{\otimes t} ш(\beta \otimes \Gamma) & =\sum_{j=0}^{t} \alpha^{\otimes j} \otimes \beta \otimes\left(\alpha^{\otimes t-j} ш \Gamma\right) \\
& =\sum_{i+j=t} \alpha^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes j} ш \Gamma\right)
\end{aligned}
$$

Proof. This follows by induction using the recursive definition of $ш$. That definition says

$$
(\alpha \otimes \Gamma) ш(\beta \otimes \Delta)=\alpha \otimes(\Gamma \amalg(\beta \otimes \Delta))+\beta \otimes((\alpha \otimes \Gamma) ш \Delta),
$$

where $\Gamma, \Delta$ are tensors of some length, and $\alpha, \beta$ are length 1 tensor factors.
The lemma is true for $t=0$, in which case both sides reduce to $\beta \otimes \Gamma$, since $\emptyset \omega \Delta=\Delta$. Now assume we have the statement for $t$. Then for $t+1$ we find

$$
\begin{aligned}
\alpha^{\otimes t+1} ш(\beta \otimes \Gamma) & =\alpha \otimes\left(\alpha^{\otimes t} ш(\beta \otimes \Gamma)\right)+\beta \otimes\left(\alpha^{\otimes t+1} ш \Gamma\right) \\
& =\alpha \otimes \sum_{j=0}^{t} \alpha^{\otimes j} \otimes \beta \otimes\left(\alpha^{\otimes t-j} ш \Gamma\right)+\beta \otimes\left(\alpha^{\otimes t+1} ш \Gamma\right) \\
& =\sum_{j=0}^{t} \alpha^{\otimes j+1} \otimes \beta \otimes\left(\alpha^{\otimes t-j} ш \Gamma\right)+\beta \otimes\left(\alpha^{\otimes t+1} ш \Gamma\right) \\
& =\sum_{j=1}^{t+1} \alpha^{\otimes j} \otimes \beta \otimes\left(\alpha^{\otimes t+1-j} ш \Gamma\right)+\underbrace{\beta \otimes\left(\alpha^{\otimes t+1} ш \Gamma\right)}_{j=0 \text { term of the sum }}
\end{aligned}
$$

$$
=\sum_{j=0}^{t+1} \alpha^{\otimes j} \otimes \beta \otimes\left(\alpha^{\otimes t-j} ш \Gamma\right)
$$

So by induction the result holds.

Lemma 6.2.3. We have

$$
\sum_{i+j=N} \alpha^{\otimes i} ш \beta^{\otimes j}=(\alpha \beta)^{\otimes N}
$$

Proof. This certainly holds for $N=0$ since both sides reduce to the empty word $\emptyset$.
Now consider the case $N+1$. We have

$$
\begin{aligned}
(\alpha \beta)^{\otimes N+1} & =(\alpha \beta) \otimes(\alpha \beta)^{\otimes N} \\
& =([\alpha]+[\beta]) \otimes \sum_{i=0}^{N} \alpha^{\otimes i} ш \beta^{\otimes N-i} \\
& =\sum_{i=0}^{N} \alpha \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right)+\sum_{i=0}^{N} \beta \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right) .
\end{aligned}
$$

Reindex the first sum to obtain

$$
\begin{aligned}
& =\sum_{i=1}^{N+1} \alpha \otimes\left(\alpha^{\otimes i-1} ш \beta^{\otimes N+1-i}\right)+\sum_{i=0}^{N} \beta \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right) \\
& =\alpha \otimes\left(\alpha^{\otimes N} ш \emptyset\right)+\sum_{i=1}^{N} \alpha \otimes\left(\alpha^{\otimes i-1} ш \beta^{\otimes N+1-i}\right) \\
& \quad \quad+\sum_{i=1}^{N} \beta \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right)+\beta \otimes\left(\emptyset ш \beta^{N}\right)
\end{aligned}
$$

By the recursive definition of $\amalg$ we have

$$
\alpha^{\otimes i} ш \beta^{\otimes N+1-i}=\alpha \otimes\left(\alpha^{\otimes i-1} \text { Ш } \beta^{\otimes N+1-i}\right)+\beta \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right)
$$

This means we can combine the two summations above as follows, to get

$$
\begin{aligned}
& \alpha \otimes\left(\alpha^{\otimes N} ш \emptyset\right)+\sum_{i=1}^{N} \alpha \otimes\left(\alpha^{\otimes i-1} ш \beta^{\otimes N+1-i}\right) \\
& \quad+\sum_{i=1}^{N} \beta \otimes\left(\alpha^{\otimes i} ш \beta^{\otimes N-i}\right)+\beta \otimes\left(\emptyset ш \beta^{\otimes N}\right) \\
& = \\
& \alpha^{\otimes N+1} ш \emptyset+\sum_{i=1}^{N} \alpha^{\otimes i} ш \beta^{\otimes N+1-i}+\emptyset ш \beta^{\otimes N+1} \\
& = \\
& \sum_{i=0}^{N+1} \alpha^{\otimes i} ш \beta^{\otimes N+1-i} \\
& = \\
& \sum_{i+j=N+1} \alpha^{\otimes i} ш \beta^{\otimes j} .
\end{aligned}
$$

We obtain the result for $N+1$. So by induction the lemma is proved.

### 6.2.2 Symbol of $I_{a, b}(x, y)$

We can use the above results to find a convenient expression for the symbol of $I_{a, b}(x, y)$. We'll use this to assemble the symbol of the LHS.

From Theorem 4.9 in Rhodes Rho12, we have that the symbol of the iterated integral $I_{a, b}(x, y)$ is given by the following. Here we use the convention that $\amalg$ has higher precedence than $\otimes$.

$$
\begin{align*}
\mathcal{S}\left(I_{a, b}(x, y)\right) & =\sum_{t_{1}+t_{2}=a-1}(-1)^{t_{1}+b-1}\left[\left(1-\frac{1}{y}\right) \otimes y^{\otimes b-1} ш\left(\left(1-\frac{y}{x}\right) \otimes x^{\otimes t_{1}} ш y^{\otimes t_{2}}\right)\right]  \tag{6.2.1a}\\
& +\sum_{\substack{t_{1}+t_{2}=a-1 \\
t_{3}+t_{4}=b-1}}(-1)^{t_{1}+b}\binom{t_{2}+t_{4}}{t_{2}}\left[\left(1-\frac{1}{x}\right) \otimes x^{\otimes t_{3}} \otimes\left(1-\frac{x}{y}\right) \otimes y^{\otimes t_{2}+t_{4}} ш x^{\otimes t_{1}}\right]  \tag{6.2.1b}\\
& +\sum_{t_{1}+t_{2}=a-1}(-1)^{t_{1}+b+1}\binom{t_{2}+b-1}{t_{2}}\left[\left(1-\frac{1}{x}\right) \otimes x^{\otimes t_{1}} ш\left(\left(1-\frac{1}{y}\right) \otimes y^{\otimes t_{2}+b-1}\right)\right] \tag{6.2.1c}
\end{align*}
$$

Let's simplify this and put it into a more useful form.

First term of $\mathcal{S}\left(I_{a, b}(x, y)\right)$ : Let's look at the first term in the symbol of $I_{a, b}(x, y)$, Equation 6.2.1a above. It is

$$
\sum_{t_{1}+t_{2}=a-1}(-1)^{t_{1}+b-1}\left[\left(1-\frac{1}{y}\right) \otimes y^{\otimes b-1} ш\left(\left(1-\frac{y}{x}\right) \otimes x^{\otimes t_{1}} ш y^{\otimes t_{2}}\right)\right]
$$

We can combine the $(-1)^{t_{1}}$ and $x^{\otimes t_{1}}$ to get $\left(\frac{1}{x}\right)^{\otimes t_{1}}$. Similarly the $(-1)^{b-1}$ and $y^{\otimes b-1}$ to get $\left(\frac{1}{y}\right)^{\otimes b-1}$. So the term becomes

$$
\begin{aligned}
& \sum_{t_{1}+t_{2}=a-1}\left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\left(1-\frac{y}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes t_{1}} ш y^{\otimes t_{2}}\right) \\
= & \left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\left(1-\frac{y}{x}\right) \otimes \sum_{t_{1}+t_{2}=a-1}\left(\frac{1}{x}\right)^{\otimes t_{1}} \amalg y^{\otimes t_{2}}\right) .
\end{aligned}
$$

Then using Lemma 6.2.3 to evaluate the sum of shuffles gives

$$
=\left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\left(1-\frac{y}{x}\right) \otimes\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

Finally using Lemma 6.2.2 we can write this as

$$
=\sum_{i=0}^{b-1}\left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

Second term of $\mathcal{S}\left(I_{a, b}(x, y)\right)$ : The second term of the symbol of $I_{a, b}(x, y)$, Equation 6.2.1b is

$$
\sum_{\substack{t_{1}+t_{2}=a-1 \\ t_{3}+t_{4}=b-1}}(-1)^{t_{1}+b}\binom{t_{2}+t_{4}}{t_{2}}\left[\left(1-\frac{1}{x}\right) \otimes x^{\otimes t_{3}} \otimes\left(1-\frac{x}{y}\right) \otimes y^{\otimes t_{2}+t_{4}} ш x^{\otimes t_{1}}\right]
$$

Firstly, combine $(-1)^{t_{1}}$ and $x^{\otimes t_{1}}$ as before. Now use that

$$
\alpha^{\otimes a} ш \alpha^{\otimes b}=\binom{a+b}{a} \alpha^{\otimes a+b}
$$

to combine the binomial coefficient with $y^{\otimes t_{2}+t_{4}}$ and get

$$
=\sum_{\substack{t_{1}+t_{2}=a-1 \\ t_{3}+t_{4}=b-1}}(-1)^{b}\left[\left(1-\frac{1}{x}\right) \otimes x^{\otimes t_{3}} \otimes\left(1-\frac{x}{y}\right) \otimes\left(y^{\otimes t_{4}} ш y^{\otimes t_{2}} ш\left(\frac{1}{x}\right)^{\otimes t_{1}}\right)\right] .
$$

Since $t_{3}+t_{4}=b-1$, we can combine $(-1)^{b-1}$ with $x^{\otimes t_{3}}$ and $y^{\otimes t_{4}}$ to get

$$
=-\sum_{\substack{t_{1}+t_{2}=a-1 \\ t_{3}+t_{4}=b-1}}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes t_{3}} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes t_{4}} ш y^{\otimes t_{2}} ш\left(\frac{1}{x}\right)^{\otimes t_{1}}\right)
$$

Since $\amalg$ is associative, we can bracket off $y^{\otimes t_{2}} ш\left(\frac{1}{x}\right)^{\otimes t_{1}}$ and evaluate the sum over $t_{1}+t_{2}=a-1$ using Lemma 6.2.3 We get

$$
\begin{aligned}
= & -\sum_{t_{3}+t_{4}=b-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes t_{3}} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes t_{4}} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) \\
& =-\sum_{i=0}^{b-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)
\end{aligned}
$$

Third term of $\mathcal{S}\left(I_{a, b}(x, y)\right)$ : The third term of the symbol of $I_{a, b}(x, y)$, Equation 6.2.1c is

$$
\sum_{t_{1}+t_{2}=a-1}(-1)^{t_{1}+b+1}\binom{t_{2}+b-1}{t_{2}}\left[\left(1-\frac{1}{x}\right) \otimes x^{\otimes t_{1}} ш\left(\left(1-\frac{1}{y}\right) \otimes y^{\otimes t_{2}+b-1}\right)\right] .
$$

Combine the binomial coefficient with $y^{\otimes t_{2}+b-1}$, take $(-1)^{t_{1}}$ into $x^{\otimes t_{1}}$, and $(-1)^{b-1}$ into $y^{\otimes b-1}$ to get

$$
=\sum_{t_{1}+t_{2}=a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes t_{1}} \amalg\left(\left(1-\frac{1}{y}\right) \otimes\left(y^{\otimes t_{2}} \amalg\left(\frac{1}{y}\right)^{\otimes b-1}\right)\right)
$$

Use Lemma 6.2.2 on the outer shuffle product, and we get

$$
=\sum_{t_{1}=0}^{a-1} \sum_{i=0}^{t_{1}}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes j} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{x}\right)^{\otimes t_{1}-i} ш y^{\otimes a-1-t_{1}} ш\left(\frac{1}{y}\right)^{\otimes b-1}\right) .
$$

Now interchange the order of summation, and reindex the sum over $t_{1}$ to start at $t_{1}=0$. This gives

$$
\begin{aligned}
& =\sum_{i=0}^{a-1} \sum_{t_{1}=i}^{a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{x}\right)^{\otimes t_{1}-i} ш y^{\otimes a-1-t_{1}} ш\left(\frac{1}{y}\right)^{\otimes b-1}\right) \\
& =\sum_{i=0}^{a-1} \sum_{t_{1}=0}^{a-1-i}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{x}\right)^{\otimes t_{1}} ш y^{\otimes a-1-i-t_{1}} ш\left(\frac{1}{y}\right)^{\otimes b-1}\right) .
\end{aligned}
$$

Finally, deal with the sum over $t_{1}$ using Lemma 6.2.3, and we get

$$
\begin{aligned}
& =\sum_{i=0}^{a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{y}{x}\right)^{\otimes a-1-i} \amalg\left(\frac{1}{y}\right)^{\otimes b-1}\right) \\
& =\sum_{i=0}^{a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)
\end{aligned}
$$

Conclusion: Combining these pieces shows that the symbol of $I_{a, b}(x, y)$ may be expressed as the following.

$$
\begin{aligned}
\mathcal{S}\left(I_{a, b}(x, y)\right)= & \sum_{i=0}^{b-1}\left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) \\
& -\sum_{i=0}^{b-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) \\
& +\sum_{i=0}^{a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)
\end{aligned}
$$

### 6.2.3 Symbol of LHS

Now use the above expression for $\mathcal{S}\left(I_{a, b}(x, y)\right)$ to compute $\mathcal{S}\left(-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)\right)$. When we write down the symbol of $-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$, we can immediately re-invert the terms $\left(\frac{y}{x}\right),\left(\frac{1}{x}\right),\left(\frac{1}{y}\right)$ using $(-1)^{a-1}$ and $(-1)^{b-1}$. This gives

$$
\begin{aligned}
\mathcal{S}\left(-(-1)^{a+b} I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)\right)= & -\sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\sum_{i=0}^{b-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& -\sum_{i=0}^{a-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes(1-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-1-i}\right) .
\end{aligned}
$$

The sum of these two expressions gives the symbol of the LHS

$$
\begin{align*}
\mathcal{S} \text { Equation 6.1.1 LHS }= & \sum_{i=0}^{b-1}\left(1-\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.2a}\\
& -\sum_{i=0}^{b-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.2b}\\
& +\sum_{i=0}^{a-1}\left(1-\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)+  \tag{6.2.2c}\\
& -\sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.2d}\\
& +\sum_{i=0}^{b-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.2e}\\
& -\sum_{i=0}^{a-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes(1-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\frac{y}{x}\right)^{\otimes a-1-i}\right) . \tag{6.2.2f}
\end{align*}
$$

### 6.2.4 Towards the symbol of RHS

For ease of reference, I will reproduce here the RHS of the purported identity. It reads

$$
\begin{equation*}
(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right) \widetilde{\left(\log \left(\frac{1}{x}\right)\right)^{a-i}} \widetilde{\log }(y)^{b+i}+ \tag{6.2.3a}
\end{equation*}
$$

$$
\begin{align*}
& \left.+(-1)^{b} \sum_{i=0}^{a}\left({ }_{I}^{b-1+i}\right) \widetilde{\log }\left(\frac{1}{x}\right)\right)^{a-i} \operatorname{Li}_{b+i}(y)+  \tag{6.2.3b}\\
& \left.-(-1)^{a} \sum_{i=0}^{b}\left({ }_{( }^{a-1+i}\right) \widetilde{\left({ }^{\circ} g\right.}\left(\frac{1}{x}\right)\right)^{b-i} \operatorname{Li}_{a+i}\left(\frac{x}{y}\right)+  \tag{6.2.3c}\\
& +(-1)^{a+b} \operatorname{Li}_{a}\left(\frac{x}{y}\right) \widetilde{\log }(y)+  \tag{6.2.3d}\\
& +(-1)^{a+b} \operatorname{Li}_{a+b}(x) \tag{6.2.3e}
\end{align*}
$$

Let's write down the symbol of each term. Firstly, notice that

$$
\mathcal{S}\left(\widetilde{\log }(x)^{n}\right)=\frac{1}{n!} x^{\uplus n}=\frac{1}{n!} n!x^{\otimes n}=x^{\otimes n} .
$$

The notation $\widetilde{\log }(x)^{n}$ was introduced precisely for this reason.
When $n=0$, we get the expected results: $x^{\otimes 0}=\emptyset$, the empty tensor.

First and second term, Equation 6.2.3a and Equation 6.2.3b; We have

$$
\begin{aligned}
& \mathcal{S}\left((-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{a-i} \widetilde{\log }(y)^{b+i}+(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{a-i} \operatorname{Li}_{b+i}(y)\right) \\
& =(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\frac{1}{x}\right)^{\otimes a-i} \amalg y^{\otimes b+i}-(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\frac{1}{x}\right)^{\otimes a-i} Ш\left((1-y) \otimes y^{\otimes b-1+i}\right) \\
& =(-1)^{b} \sum_{i=0}^{a}\left({ }_{i}^{b-1+i}\right)\left(\frac{1}{x}\right)^{\otimes a-i} Ш\left(\frac{y}{1-y} \otimes y^{\otimes b-1+i}\right) \text {. }
\end{aligned}
$$

Then we can write $\binom{b-1+i}{i} y^{\otimes b+i-1}$ as $y^{\otimes b-1} ш y^{\otimes i}$, and use the $(-1)^{b}$ to get

$$
=\sum_{i=0}^{a}\left(\frac{1}{x}\right)^{\otimes a-i} ш\left(\frac{1-y}{y} \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш y^{\otimes i}\right)\right) .
$$

Sum over the reversed range to get

$$
=\sum_{i=0}^{a}\left(\frac{1}{x}\right)^{\otimes i} ш\left(\frac{1-y}{y} \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш y^{\otimes a-i}\right)\right)
$$

and now apply Lemma 6.2 .2 which gives

$$
=\sum_{i=0}^{a} \sum_{j=0}^{i}\left(\frac{1}{x}\right)^{\otimes j} \otimes \frac{1-y}{y} \otimes\left(\left(\frac{1}{x}\right)^{\otimes i-j} ш\left(\frac{1}{y}\right)^{\otimes b-1} ш y^{\otimes a-i}\right) .
$$

Interchange the order of summation to get

$$
=\sum_{j=0}^{a} \sum_{i=j}^{a}\left(\frac{1}{x}\right)^{\otimes j} \otimes \frac{1-y}{y} \otimes\left(\left(\frac{1}{x}\right)^{\otimes i-j} ш\left(\frac{1}{y}\right)^{\otimes b-1} \amalg y^{\otimes a-i}\right) .
$$

Finally, use Lemma 6.2 .3 to evaluate the inner sum (reindexing to start at $i=0$ ), it is

$$
\begin{aligned}
& =\sum_{j=0}^{a}\left(\frac{1}{x}\right)^{\otimes j} \otimes \frac{1-y}{y} \otimes\left(\left(\frac{y}{x}\right)^{\otimes a-j} ш\left(\frac{1}{y}\right)^{\otimes b-1}\right) \\
& =\sum_{i=0}^{a}\left(\frac{1}{x}\right)^{\otimes i} \otimes \frac{1-y}{y} \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-i}\right)
\end{aligned}
$$

$$
=\sum_{i=0}^{a}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-i}\right) .
$$

Third term, Equation 6.2.3c; For the third term we have

$$
\begin{aligned}
& \mathcal{S}\left(-(-1)^{a} \sum_{i=0}^{b}\binom{a-1+i}{i}\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{b-i} \operatorname{Li}_{a+i}\left(\frac{x}{y}\right)\right) \\
& =(-1)^{a} \sum_{i=0}^{b}\left({\underset{i}{a-1+i})\left(\frac{1}{x}\right)^{\otimes b-i} \amalg\left(\left(1-\frac{x}{y}\right) \otimes\left(\frac{x}{y}\right)^{\otimes a-1+i}\right)}^{\text {Ш }} .\right.
\end{aligned}
$$

Combine $\binom{a-1+i}{i}$ with $\left(\frac{x}{y}\right)^{\otimes a-1+i}$, and use the $(-1)^{a-1}$ to get

$$
\begin{aligned}
& =-\sum_{i=0}^{b}\left(\frac{1}{x}\right)^{\otimes b-i} ш\left(\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{y}{x}\right)^{\otimes a-1} ш\left(\frac{x}{y}\right)^{\otimes i}\right)\right) \\
& =-\sum_{i=0}^{b}\left(\frac{1}{x}\right)^{\otimes i} \amalg\left(\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{y}{x}\right)^{\otimes a-1} ш\left(\frac{x}{y}\right)^{\otimes b-i}\right)\right)
\end{aligned}
$$

Apply Lemma 6.2.2, then reverse the order of summation to get

$$
\begin{aligned}
& =-\sum_{i=0}^{b} \sum_{j=0}^{i}\left(\frac{1}{x}\right)^{\otimes j} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{x}\right)^{\otimes i-j} \amalg\left(\frac{y}{x}\right)^{\otimes a-1} \amalg\left(\frac{x}{y}\right)^{\otimes b-i}\right) \\
& =-\sum_{j=0}^{b} \sum_{i=j}^{b}\left(\frac{1}{x}\right)^{\otimes j} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{x}\right)^{\otimes i-j} \amalg\left(\frac{y}{x}\right)^{\otimes a-1} ш\left(\frac{x}{y}\right)^{\otimes b-i}\right)
\end{aligned}
$$

Use Lemma 6.2.3 to evaluate the inner sum giving

$$
\begin{aligned}
& =-\sum_{j=0}^{b}\left(\frac{1}{x}\right)^{\otimes j} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-j} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) \\
& =-\sum_{i=0}^{b}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
\end{aligned}
$$

Fourth term, Equation 6.2.3d; For the fourth term we get

$$
\mathcal{S}\left((-1)^{a+b} \operatorname{Li}_{a}\left(\frac{x}{y}\right) \widetilde{\log }^{b}(y)\right)=-(-1)^{a+b}\left(\left(1-\frac{x}{y}\right) \otimes\left(\frac{x}{y}\right)^{\otimes a-1}\right) ш y^{\otimes b}
$$

Use the $-(-1)^{a+b}=(-1)^{a-1+b}$ to get

$$
\begin{aligned}
& =\left(\left(1-\frac{x}{y}\right) \otimes\left(\frac{y}{x}\right)^{\otimes a-1}\right) ш\left(\frac{1}{y}\right)^{\otimes b} \\
& =\left(\frac{1}{y}\right)^{\otimes b} ш\left(\left(1-\frac{x}{y}\right) \otimes\left(\frac{y}{x}\right)^{\otimes a-1}\right),
\end{aligned}
$$

since $\amalg$ is commutative. Now apply Lemma 6.2.2 to write this as

$$
=\sum_{i=0}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

Fifth term, Equation 6.2.3e: The fifth term is

$$
\mathcal{S}\left((-1)^{a+b} \operatorname{Li}_{a+b}(x)\right)
$$

$$
\begin{aligned}
& =-(-1)^{a+b}(1-x) \otimes x^{\otimes a+b-1} \\
& =(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes a+b-1}
\end{aligned}
$$

after making use of $-(-1)^{a+b}=(-1)^{a+b-1}$.

### 6.2.5 Symbol of RHS

Summing up all the terms found above, we can write down the symbol of the right hand side as

$$
\begin{align*}
\mathcal{S}(\text { Equation 6.1.1 RHS })= & \sum_{i=0}^{a}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-i}\right)+  \tag{6.2.4a}\\
& -\sum_{i=0}^{b}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.4b}\\
& +\sum_{i=0}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+  \tag{6.2.4c}\\
& +(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes a+b-1} \tag{6.2.4d}
\end{align*}
$$

### 6.2.6 Comparing both sides

We will prove that both sides agree by comparing the terms which start with the same given tensor. On the LHS we can only get terms which start with $1-y, y, 1-x$ or $x$. On the RHS we can get terms which start with $1-y, y, 1-x, x$, or $x-y$. Let's deal with each in turn.

### 6.2.6.1 Factors beginning $(1-y) \otimes$

On the left hand side we get a contribution from Equation 6.2.2a and Equation 6.2.2d It equals

$$
\begin{aligned}
& \sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& -\sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
\end{aligned}
$$

By using the following result in one component of the tensor

$$
\begin{aligned}
\otimes\left(1-\frac{y}{x}\right) \otimes-\otimes\left(1-\frac{x}{y}\right) \otimes & =\otimes\left(\frac{x-y}{x}\right) \otimes-\otimes\left(\frac{x-y}{y}\right) \otimes \\
& =\otimes\left(\frac{x-y}{x} \frac{y}{x-y}\right) \otimes \\
& =\otimes\left(\frac{y}{x}\right) \otimes
\end{aligned}
$$

this simplifies to

$$
=\sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

On the right hand side we only get a partial contribution from the $i=0$ term of Equation 6.2.4a This is

$$
(1-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a}\right)
$$

By writing $\left(\frac{y}{x}\right)^{\otimes a}=\left(\frac{y}{x}\right) \otimes\left(\frac{y}{x}\right)^{\otimes a-1}$, and using Lemma 6.2.2 this is

$$
=\sum_{i=0}^{b-1}(1-y) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)
$$

which agrees exactly with the left hand contribution above.

### 6.2.6.2 Factors beginning $y \otimes$

The left hand contribution comes from Equation 6.2.2a, as

$$
\sum_{i=0}^{b-1}\left(\frac{1}{y}\right) \otimes\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)
$$

On the right hand side, we get a partial contribution from the $i=0$ term of Equation 6.2.4a and the $i=0$ term of Equation 6.2.4b. We get a partial contribution from the $i=0$ term of Equation 6.2.4c and full contributions from the $i \geq 1$ terms of this. Overall this gives

$$
\begin{aligned}
& \left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a}\right)+ \\
& -\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
\end{aligned}
$$

The middle two terms cancel completely to leave

$$
\begin{aligned}
& =\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\frac{y}{x}\right)^{\otimes a}\right)+ \\
& \quad+\sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
\end{aligned}
$$

Let's take the left hand contribution, and reindex the sum to run from $i=1$ to $b$, to get

$$
=\sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

Now write

$$
\left(1-\frac{y}{x}\right) \otimes=\left(\frac{x-y}{x}\right) \otimes=\left(\frac{x-y}{y} \frac{y}{x}\right) \otimes=\left(1-\frac{x}{y}\right) \otimes+\left(\frac{y}{x}\right) \otimes,
$$

and use this to split the sum up into

$$
\begin{aligned}
= & \sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
\end{aligned}
$$

Using Lemma 6.2.2 and accounting for the missing $i=0$ term, we can evaluate the second summation as

$$
\left(\frac{1}{y}\right)^{\otimes b} ш\left(\left(\frac{y}{x}\right) \otimes\left(\frac{y}{x}\right)^{\otimes a-1}\right)-\left(\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) .
$$

Using the iterative definition of the shuffle product, we can see this difference is just

$$
=\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a}\right) .
$$

Thus the total contribution from the left hand side is equal to

$$
\begin{aligned}
= & \sum_{i=1}^{b}\left(\frac{1}{y}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a}\right) .
\end{aligned}
$$

This is exactly the right hand contribution above.

### 6.2.6.3 Factors beginning $(x-y) \otimes$

On the left hand side there are no terms which begin with $(x-y)$.

On the right hand side, we get a partial contribution from the $i=0$ term of Equation 6.2.4b and the $i=0$ term of Equation 6.2 .4 c This contribution is

$$
\begin{aligned}
& -(x-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +(x-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right) \\
& =0 .
\end{aligned}
$$

### 6.2.6.4 Factors beginning $x \otimes$

On the left hand side there is a partial contribution from Equation 6.2.2b and Equation 6.2.2b We get

$$
\begin{aligned}
& -\sum_{i=0}^{b-1}\left(\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\sum_{i=0}^{a-1}\left(\frac{1}{x}\right) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)
\end{aligned}
$$

Whereas on the right hand side, there is a contribution from the $i \geq 1$ terms of Equation 6.2.4a and
the $i \geq 1$ terms of Equation 6.2.4b We get

$$
\begin{aligned}
& \sum_{i=1}^{a}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-i}\right)+ \\
& -\sum_{i=1}^{b}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-i} ш\left(\frac{y}{x}\right)^{\otimes a-1}\right)
\end{aligned}
$$

These are equal by substituting $i=j+1$ into the right hand contribution.

### 6.2.6.5 Factors beginning $(1-x) \otimes$

On the right hand side, the contribution is only from Equation 6.2.4d and is

$$
(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes a+b-1}
$$

On the left hand side we get partial contributions from Equation 6.2 .2 b and Equation 6.2 .2 c and full contributions from Equation 6.2.2e and Equation 6.2.2f Altogether we get

$$
\begin{aligned}
& -\sum_{i=0}^{b-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{x}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& +\sum_{i=0}^{a-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)+ \\
& +\sum_{i=0}^{b-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(1-\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+ \\
& -\sum_{i=0}^{a-1}(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes i} \otimes(1-y) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} \amalg\left(\frac{y}{x}\right)^{\otimes a-1-i}\right) .
\end{aligned}
$$

Using

$$
\begin{aligned}
& -\left(1-\frac{x}{y}\right) \otimes+\left(1-\frac{y}{x}\right) \otimes=-\left(\frac{x-y}{y}\right) \otimes+\left(\frac{x-y}{x}\right) \otimes=\left(\frac{y}{x-y} \frac{x-y}{x}\right) \otimes=\left(\frac{y}{x}\right) \otimes \text { and } \\
& \left(1-\frac{1}{y}\right) \otimes-(1-y) \otimes=\left(\frac{1-y}{y}\right) \otimes-(1-y) \otimes=\left(\frac{1}{y}\right) \otimes
\end{aligned}
$$

we can combine the two length $a$ sums, and the two length $b$ sums, and pull out the tensor $(1-x)$ to get

$$
\begin{aligned}
& =(1-x) \otimes\left(\sum_{i=0}^{b-1}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(\frac{y}{x}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1-i} \amalg\left(\frac{y}{x}\right)^{\otimes a-1}\right)+\right. \\
& \left.+\sum_{i=0}^{a-1}\left(\frac{1}{x}\right)^{\otimes i} \otimes\left(\frac{1}{y}\right) \otimes\left(\left(\frac{1}{y}\right)^{\otimes b-1} ш\left(\frac{y}{x}\right)^{\otimes a-1-i}\right)\right)
\end{aligned}
$$

We will make use of the following proposition to evaluate the left hand contribution.
Proposition 6.2.4. We have

$$
(\alpha \beta)^{\otimes a+b+1}=\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)+
$$

$$
+\sum_{i=0}^{a}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a-i}\right)
$$

If we put $\alpha=\frac{1}{y}$ and $\beta=\frac{y}{x}$, and replace $a$ with $a-1$ and $b$ with $b-1$, we get our desired sum. So the proposition tells us the left hand contribution evaluates to

$$
(1-x) \otimes\left(\frac{1}{y} \frac{y}{x}\right)^{a-1+b-1+1}=(1-x) \otimes\left(\frac{1}{x}\right)^{\otimes a+b-1} .
$$

This is exactly the right hand contribution.

### 6.2.7 End of proof

We've now been through all possible starting tensor factors for the left and right hand sides, and shown the left and right hand sides agree in each case. Thus we conclude the left hand side and right hand side are equal, unconditionally. Hence the identity in Theorem 6.1.2 holds exactly on the level of the symbol, as claimed.

### 6.2.8 Proof of the proposition

Before the proof of Theorem 6.1.2 is really complete, we need to prove the proposition we introduced above. It reads

Proposition 6.2.4. We have

$$
\begin{array}{r}
(\alpha \beta)^{\otimes a+b+1}=\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)+ \\
\quad+\sum_{i=0}^{a}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a-i}\right)
\end{array}
$$

Proof. We will prove this by induction. For $a=0, b=0$, we get

$$
\begin{aligned}
& (\alpha \beta)^{\otimes 0} \otimes \beta \otimes\left(\alpha^{\otimes 0} ш \beta^{\otimes 0}\right)+(\alpha \beta)^{\otimes 0} \otimes \alpha \otimes\left(\alpha^{\otimes 0} ш \beta^{\otimes 0}\right) \\
& =(\alpha) \otimes+(\beta) \otimes \\
& =(\alpha \beta) \otimes \\
& =(\alpha \beta)^{\otimes 0+0+1} .
\end{aligned}
$$

So the case $a=0, b=0$ holds.

Now fix $a=0$, and we'll induct along $b$ to get the identity for $a=0$ and all $b$. Assume the identity holds for $(a, b)=(0, b)$, then for $(0, b+1)$, we find

$$
\sum_{i=0}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \beta^{\otimes 0}\right)+(\alpha \beta)^{\otimes 0} \otimes \alpha \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes 0}\right)
$$

$$
\begin{aligned}
& =\sum_{i=0}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \emptyset\right)+\alpha \otimes\left(\alpha^{\otimes b+1} ш \emptyset\right) \\
& =\sum_{i=1}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \emptyset\right)+\emptyset \otimes \beta \otimes\left(\alpha^{\otimes b+1-0} ш \emptyset\right)+\alpha \otimes\left(\alpha^{\otimes b+1} ш \emptyset\right) \\
& =\sum_{i=1}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \emptyset\right)+(\alpha \beta) \otimes\left(\alpha^{\otimes b+1} ш \emptyset\right) .
\end{aligned}
$$

Reindex the sum to run from $i=0$, and we get

$$
\begin{aligned}
& =\sum_{i=0}^{b}(\alpha \beta)^{\otimes i+1} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes 0}\right)+(\alpha \beta) \otimes\left(\alpha^{\otimes b+1} ш \emptyset\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes 0}\right)+\left(\alpha^{\otimes b+1} ш \emptyset\right)\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes 0}\right)+\alpha \otimes\left(\alpha^{\otimes b} ш \emptyset\right)\right) .
\end{aligned}
$$

Now the expression in brackets is just the result for $(a, b)=(0, b)$. Using the induction hypothesis, we can evaluate this as

$$
\begin{aligned}
& =(\alpha \beta) \otimes(\alpha \beta)^{\otimes a+b+1} \\
& =(\alpha \beta)^{\otimes a+(b+1)+1}
\end{aligned}
$$

Thus the identity holds for $a=0$ and for all $b$.
Now fix $b$ and assume we have the identity for $(a, b)$. We'll induct along $a$ to get the identity for $(a+1, b)$. Since we have the base case $(0, b)$ for any fixed $b$, we'll get the identity for all $(a, b)$ and the proposition will have been proved.
We need one lemma before completing this step
Lemma 6.2.5. We have

$$
\begin{aligned}
& \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a+1}\right) \\
& =(\alpha \beta) \otimes \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)
\end{aligned}
$$

Proof. For $b=0$ we get

$$
\begin{aligned}
& \sum_{i=0}^{0}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes 0-i} ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes 0} ш \beta^{\otimes a+1}\right) \\
& =\beta \otimes\left(\emptyset ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\emptyset ш \beta^{\otimes a+1}\right) \\
& =(\alpha \beta) \otimes \beta \otimes \beta^{\otimes a} \\
& =(\alpha \beta) \otimes \sum_{i=0}^{0}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes 0-i} ш \beta^{\otimes a}\right),
\end{aligned}
$$

so the base case holds.

Now assume it's true for $b$. Then for $b+1$ we get

$$
\begin{aligned}
& \sum_{i=0}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes a+1}\right) \\
= & \sum_{i=1}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \beta^{\otimes a+1}\right)+ \\
& +\beta \otimes\left(\alpha^{\otimes b+1} \amalg \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes b+1} \amalg \beta^{\otimes a+1}\right) .
\end{aligned}
$$

Reindex the sum to start from $i=0$, and combine the other two terms in the equation, giving

$$
\begin{aligned}
& =(\alpha \beta) \otimes \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+(\alpha \beta) \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes a+1}\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+\left(\alpha^{\otimes b+1} ш \beta^{\otimes a+1}\right)\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a+1}\right)+\right. \\
& \left.\quad+\beta \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes a}\right)\right)
\end{aligned}
$$

Now apply the induction hypothesis to the first two terms of the bracket, and get

$$
=(\alpha \beta) \otimes\left((\alpha \beta) \otimes \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)+\beta \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes a}\right)\right) .
$$

Bring the tensor $(\alpha \beta)$ into the sum and reindex it to start from $i=1$. Then observe the remaining term is the $i=0$ term of the new sum, so we get

$$
\begin{aligned}
& =(\alpha \beta) \otimes\left(\sum_{i=1}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \beta^{\otimes a}\right)+\beta \otimes\left(\alpha^{\otimes b+1} ш \beta^{\otimes a}\right)\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b+1}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b+1-i} ш \beta^{\otimes a}\right)\right) .
\end{aligned}
$$

This proves the lemma.

We're now in a position to finish the proof of the proposition. Assume the identity holds for $(a, b)$. Then for $(a+1, b)$ we have

$$
\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+\sum_{i=0}^{a+1}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a+1-i}\right)
$$

Pull out the $i=0$ term of the length $a$ sum, and reindex the rest of the that sum to start at $i=0$, giving

$$
\begin{aligned}
= & \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a+1}\right)+\alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a+1}\right)+ \\
& +(\alpha \beta) \otimes \sum_{i=0}^{a}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a-i}\right) .
\end{aligned}
$$

The previous lemma tells us how we can combine the first two terms, so we find

$$
\begin{aligned}
& =(\alpha \beta) \otimes \sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)+(\alpha \beta) \otimes \sum_{i=0}^{a}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} \amalg \beta^{\otimes a-i}\right) \\
& =(\alpha \beta) \otimes\left(\sum_{i=0}^{b}(\alpha \beta)^{\otimes i} \otimes \beta \otimes\left(\alpha^{\otimes b-i} ш \beta^{\otimes a}\right)+\sum_{i=0}^{a}(\alpha \beta)^{\otimes i} \otimes \alpha \otimes\left(\alpha^{\otimes b} ш \beta^{\otimes a-i}\right)\right)
\end{aligned}
$$

The induction hypothesis lets us evaluate this to get

$$
\begin{aligned}
& =(\alpha \beta) \otimes(\alpha \beta)^{\otimes a+b+1} \\
& =(\alpha \beta)^{\otimes(a+1)+b+1} .
\end{aligned}
$$

This completes the proof of the proposition.

### 6.3 Numerically testable version

The result in Theorem 6.1.2 establishes a symbol-level identity relating $I_{a, b}(x, y)$ and $I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$, including all the leading order polylog terms, and the product terms. Unfortunately for numerical checks this is still not enough, since the symbol does not see terms of the form constant $\times$ lower weight.

Using Brown's setup of the Ihara coaction, successive slices of the MPL coproduct can be calculated. These slices allow one to determine corrections to the identity, adding terms with higher and higher weight constant factors, until one arrives at a genuine numerically testable identity.

In what follows we mimic Duhr's approach from the weight 4 case Gan16, to arrive at such numerically testable identities at weight 5 for $I_{4,1}(x, y)$, and weight 6 for $I_{5,1}(x, y)$. From there we will extrapolate what a general identity for $I_{n, 1}(x, y)$ should look like.

### 6.3.1 Symbol-level identity for $a=n, b=1$

Firstly, we want to give a slightly different formulation of the identity when $a=n$, and $b=1$. If we set $a=n, b=1$ in Theorem 6.1.2 we obtain, after some obvious simplification

$$
\begin{align*}
& I_{n, 1}(x, y)+(-1)^{n} I_{n, 1}\left(\frac{1}{x}, \frac{1}{y}\right) \quad \stackrel{\mathcal{S}}{=}  \tag{6.3.1a}\\
& -\sum_{i=0}^{n}\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{n-i} \widetilde{\log }(y)^{1+i}+  \tag{6.3.1b}\\
& -\sum_{i=0}^{n}\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{n-i} \operatorname{Li}_{1+i}(y)+  \tag{6.3.1c}\\
& -(-1)^{n} \sum_{i=0}^{1}\left({ }_{i}^{n-1+i}\right)\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{1-i} \operatorname{Li}_{n+i}\left(\frac{x}{y}\right)+  \tag{6.3.1d}\\
& -(-1)^{n} \operatorname{Li}_{n}\left(\frac{x}{y}\right) \widetilde{\log }^{1}(y)-(-1)^{n} \operatorname{Li}_{n+1}(x) . \tag{6.3.1e}
\end{align*}
$$

Now consider Equation 6.3.1b, We can rewrite this as follows, to say

$$
\begin{aligned}
-\sum_{i=0}^{n}\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{n-i} \widetilde{\log }(y)^{1+i} & =-\sum_{i=0}^{n} \frac{1}{(n-i)!(i+1)!}\left(\log \left(\frac{1}{x}\right)\right)^{n-i} \log (y)^{1+i} \\
& =-\frac{1}{(n+1)!} \sum_{i=0}^{n} \frac{(n+1)!}{(n-i)!(i+1)!}\left(\log \left(\frac{1}{x}\right)\right)^{n-i} \log (y)^{1+i} \\
& =-\frac{1}{(n+1)!}\left(-\log \left(\frac{1}{x}\right)^{n+1}+\sum_{i=-1}^{n} \frac{(n+1)!}{(n-i)!(i+1)!}\left(\log \left(\frac{1}{x}\right)\right)^{n-i} \log (y)^{1+i}\right)
\end{aligned}
$$

Substitute $j=i+1$ into the sum. Then we can recognise the result as a binomial expansion, and obtain

$$
\begin{aligned}
& =-\frac{1}{(n+1)!}\left(-\log \left(\frac{1}{x}\right)^{n+1}+\sum_{j=0}^{n+1} \frac{(n+1)!}{(n+1-j)!j!}\left(\log \left(\frac{1}{x}\right)\right)^{n+1-j} \log (y)^{j}\right) \\
& =-\frac{1}{(n+1)!}\left(-\log \left(\frac{1}{x}\right)^{n+1}+\left(\log \left(\frac{1}{x}\right)+\log (y)\right)^{n+1}\right) \\
& =-\frac{1}{(n+1)!}\left(-\log \left(\frac{1}{x}\right)^{n+1}+\log \left(\frac{y}{x}\right)^{n+1}\right) .
\end{aligned}
$$

Finally a factor of $-(-1)^{n}=(-1)^{n+1}$ can be pulled out using $\log \left(\frac{1}{x}\right)=-\log (x)$. So the overall result is

$$
=(-1)^{n} \frac{1}{(n+1)!}\left(\log \left(\frac{x}{y}\right)^{n+1}-\log (x)^{n+1}\right) .
$$

For Equation 6.3.1c we have

$$
-\sum_{i=0}^{n}\left(\widetilde{\log }\left(\frac{1}{x}\right)\right)^{n-i} \operatorname{Li}_{1+i}(y)=\sum_{i=0}^{n} \frac{1}{(n-i)!}(-\log (x))^{n-i} \operatorname{Li}_{1+i}(y)
$$

Now set $j=n-i$, so the sum runs from $j=0$ to $j=n$, but the terms appear in the reverse order. We get

$$
=-\sum_{j=0}^{n} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{n+1-j}(y)
$$

The sum in Equation 6.3.1d contains simply the following two terms

$$
-(-1)^{n}\left(\log \left(\frac{1}{x}\right) \operatorname{Li}_{n}\left(\frac{x}{y}\right)+n \operatorname{Li}_{n+1}\left(\frac{x}{y}\right)\right)
$$

And Equation 6.3.1e is just

$$
-(-1)^{n} \operatorname{Li}_{n}\left(\frac{x}{y}\right) \log (y)-(-1)^{n} \operatorname{Li}_{n+1}(x)
$$

We can combine the first terms of the previous two lines to get overall

$$
-(-1)^{n}\left(-\operatorname{Li}_{n}\left(\frac{x}{y}\right) \log \left(\frac{x}{y}\right)+n \operatorname{Li}_{n+1}\left(\frac{x}{y}\right)+\operatorname{Li}_{n+1}(x)\right)
$$

If we plug these simplifications back into Equation 6.3.1. and take everything over to the left hand side we obtain

$$
\begin{equation*}
I_{n, 1}(x, y)+(-1)^{n} I_{n, 1}\left(\frac{1}{x}, \frac{1}{y}\right)+ \tag{6.3.2a}
\end{equation*}
$$

$$
\begin{align*}
& +(-1)^{n}\left(-\operatorname{Li}_{n}\left(\frac{x}{y}\right) \log \left(\frac{x}{y}\right)+n \operatorname{Li}_{n+1}\left(\frac{x}{y}\right)+\operatorname{Li}_{n+1}(x)\right)+  \tag{6.3.2b}\\
& +\sum_{j=0}^{n} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{n+1-j}(y)-(-1)^{n} \frac{1}{(n+1)!}\left(\log \left(\frac{x}{y}\right)^{n+1}-\log (x)^{n+1}\right) \stackrel{\mathcal{S}}{=} 0 \tag{6.3.2c}
\end{align*}
$$

### 6.3.2 Weight 5 full identity for $I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)$

In the process of computing the coproduct corrections, we need to make simplifications to the resulting symbols. These simplifications come in the form of lower-weight versions of this numerically testable identity.

Firstly, from Equation 6.3 .2 setting $n=4$, we already have the following 'top-level' slice of what will become a numerically testable identity.

$$
\begin{aligned}
& I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)+\left(-\operatorname{Li}_{4}\left(\frac{x}{y}\right) \log \left(\frac{x}{y}\right)+4 \operatorname{Li}_{5}\left(\frac{x}{y}\right)+\mathrm{Li}_{5}(x)\right)+ \\
& +\sum_{j=0}^{4} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{5-j}(y)-\frac{1}{5!}\left(\log \left(\frac{x}{y}\right)^{5}-\log (x)^{5}\right) \stackrel{\mathcal{S}}{=} 0
\end{aligned}
$$

Now compute $-\Delta_{11111}$ (so the result is the correction we need to $a d d$ ), expand out the logarithms, simplify and convert to symbols. The slice $\Delta_{11111}$ of the coproduct can be computed in Mathematica using the Delta11111 command from Duhr's PolylogTools package PT , other slices $\Delta_{k 11 \cdots 1}$ can be computed with the command Deltak1...1.

For $-\Delta_{11111}$, we get

$$
\begin{aligned}
& -\Delta_{11111}= \\
& \mathrm{i} \pi \otimes(-(x \otimes x \otimes x \otimes x)+x \otimes x \otimes x \otimes(1-y)+x \otimes x \otimes(1-y) \otimes x-x \otimes x \otimes(1-y) \otimes y+ \\
& +x \otimes(1-y) \otimes x \otimes x-x \otimes(1-y) \otimes x \otimes y-x \otimes(1-y) \otimes y \otimes x+x \otimes(1-y) \otimes y \otimes y+ \\
& +(1-y) \otimes x \otimes x \otimes x-(1-y) \otimes x \otimes x \otimes y-(1-y) \otimes x \otimes y \otimes x+(1-y) \otimes x \otimes y \otimes y+ \\
& -(1-y) \otimes y \otimes x \otimes x+(1-y) \otimes y \otimes x \otimes y+(1-y) \otimes y \otimes y \otimes x-(1-y) \otimes y \otimes y \otimes y) .
\end{aligned}
$$

This can then be integrated to

$$
\begin{aligned}
& \mathrm{i} \pi\left(-\left(\frac{1}{4!} \log ^{4}(x)+\frac{1}{3!} \mathrm{Li}_{1}(y) \log ^{3}(x)-\frac{1}{2!} \mathrm{Li}_{2}(y) \log ^{2}(x)+\frac{1}{1!} \mathrm{Li}_{3}(y) \log (x)-\frac{1}{0!} \operatorname{Li}_{4}(y)\right)\right) \\
& =\mathrm{i} \pi\left(-\frac{1}{4!} \log ^{4}(x)+\sum_{i=0}^{3} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{4-i}(y)\right)
\end{aligned}
$$

Now add this correction to the identity, and compute $-\Delta_{2111}$. After simplifying $-\Delta_{2111}$ with the weight 2 version of the identity, and the dilogarithm inversion formula, then converting to symbols we get

$$
\begin{aligned}
-\Delta_{2111}= & \frac{\pi^{2}}{6} \otimes(-4 x \otimes x \otimes x+2 x \otimes x \otimes(1-y)+2 x \otimes x \otimes y+2 x \otimes(1-y) \otimes x+ \\
& -2 x \otimes(1-y) \otimes y+2 x \otimes y \otimes x-2 x \otimes y \otimes y+2(1-y) \otimes x \otimes x+
\end{aligned}
$$

$$
\begin{aligned}
& -2(1-y) \otimes x \otimes y-2(1-y) \otimes y \otimes x+2(1-y) \otimes y \otimes y+2 y \otimes x \otimes x+ \\
& -2 y \otimes x \otimes y-2 y \otimes y \otimes x+2 y \otimes y \otimes y)
\end{aligned}
$$

which integrates to

$$
\left.\frac{-2 \pi^{2}}{6}\left(\frac{1}{3!}\left(\log ^{3}\left(\frac{x}{y}\right)+\log ^{3} x\right)+\sum_{i=0}^{2} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{3-i}(y)\right)\right)
$$

Add in this correction, and compute $-\Delta_{311}$. It turns out there is no contribution here. So on to $-\Delta_{41}$, and we find it is

$$
-\Delta_{41}=\frac{\pi^{4}}{90} \otimes(-8[x]+2[1-y]+6[y])
$$

which integrates to

$$
\frac{-2 \pi^{4}}{90}\left(\frac{1}{1!}\left(3 \log \left(\frac{x}{y}\right)+\log (x)\right)+\sum_{i=0}^{1} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{1-i}(y)\right) .
$$

The last step is to compute the weight 5 pure constant term. In this case the term appears to be 0 , numerically.
Combining all of these corrections gives us the following claim.
Claim 6.3.1. The following identity is a numerically testable functional equation for $I_{4,1}$, at weight 5 , in two variables.

$$
\begin{aligned}
& I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)+ \\
& \quad+\left(\operatorname{Li}_{5}(x)+4 \operatorname{Li}_{5}\left(\frac{x}{y}\right)-\log \left(\frac{x}{y}\right) \operatorname{Li}_{4}\left(\frac{x}{y}\right)\right)+ \\
& \quad \frac{1}{5!}\left(-\log ^{5}\left(\frac{x}{y}\right)+\log ^{5}(x)\right)+\sum_{i=0}^{4} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{5-i}(y)+ \\
& \quad+i \pi\left(-\frac{1}{4!} \log ^{4}(x)+\sum_{i=0}^{3} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{4-i}(y)\right)+ \\
& \quad+\frac{-2 \pi^{2}}{6}\left(\frac{1}{3!}\left(\log ^{3}\left(\frac{x}{y}\right)+\log ^{3}(x)\right)+\sum_{i=0}^{2} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{3-i}(y)\right)+ \\
& \quad+\frac{-2 \pi^{4}}{90}\left(\frac{1}{1!}\left(3 \log \left(\frac{x}{y}\right)+\log (x)\right)+\sum_{i=0}^{0} \frac{1}{i!}(-\log (x))^{i} \operatorname{Li}_{1-i}(y)\right) \stackrel{?}{=} 0 .
\end{aligned}
$$

Evidence. In Mathematica, this combination evaluates to 0 to with at least $10^{-67}$, for various choices of $x, y$.

### 6.3.3 Weight 6 full identity for $I_{5,1}(x, y)-I_{5,1}\left(\frac{1}{x}, \frac{1}{y}\right)$

We can do the same thing at weight 6 , as follows. When $n=5$, we obtain the following symbol level identity

$$
I_{5,1}(x, y)-I_{5,1}\left(\frac{1}{x}, \frac{1}{y}\right)-\left(-\operatorname{Li}_{5}\left(\frac{x}{y}\right) \log \left(\frac{x}{y}\right)+5 \operatorname{Li}_{6}\left(\frac{x}{y}\right)+\operatorname{Li}_{6}(x)\right)+
$$

$$
+\sum_{j=0}^{5} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{6-j}(y)+\frac{1}{6!}\left(\log \left(\frac{x}{y}\right)^{6}-\log (x)^{6}\right) \stackrel{\mathcal{S}}{=} 0
$$

Now compute $-\Delta_{111111}$, and integrate the result to

$$
i \pi\left(\frac{1}{5!} \log ^{5}(x)+\sum_{j=0}^{4} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{5-j}(y)\right) .
$$

Add this correction, and then compute $-\Delta_{21111}$. This result integrates to

$$
\frac{-2 \pi^{2}}{6}\left(-\frac{1}{4!}\left(\log ^{4}\left(\frac{x}{y}\right)+\log ^{4}(x)\right)+\sum_{j=0}^{3} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{4-j}(y)\right)
$$

There is again no $-\Delta_{3111}$ contribution. But the result of $-\Delta_{411}$ is non-zero. It integrates to

$$
\frac{-2 \pi^{4}}{90}\left(-\frac{1}{2!}\left(3 \log ^{2}\left(\frac{x}{y}\right)+\log ^{2}(x)\right)+\sum_{j=0}^{1} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{2-j}(y)\right)
$$

There is no $-\Delta_{51}$ contribution. Finally the pure constant numerically seems to be

$$
12 \zeta(6)=\frac{4 \pi^{6}}{315}
$$

Combining all of these corrections leads to the following claim.
Claim 6.3.2. The following is a numerically testable functional equation for $I_{5,1}$, at weight 6 , in two variables.

$$
\begin{align*}
& I_{5,1}(x, y)-I_{5,1}\left(\frac{1}{x}, \frac{1}{y}\right)+  \tag{6.3.3a}\\
& \quad-\left(\operatorname{Li}_{6}(x)+5 \operatorname{Li}_{6}\left(\frac{x}{y}\right)-\log \left(\frac{x}{y}\right) \operatorname{Li}_{5}\left(\frac{x}{y}\right)\right)+  \tag{6.3.3b}\\
& \quad-\frac{1}{6!}\left(-\log ^{6}\left(\frac{x}{y}\right)+\log ^{6}(x)\right)+\sum_{j=0}^{5} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{6-j}(y)+  \tag{6.3.3c}\\
& \quad+i \pi\left(\frac{1}{5!} \log (x)^{5}+\sum_{j=0}^{4} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{5-j}(y)\right)+  \tag{6.3.3d}\\
& \quad+\frac{-2 \pi^{2}}{6}\left(-\frac{1}{4!}\left(\log \left(\frac{x}{y}\right)^{4}+\log ^{4}(x)\right)+\sum_{j=0}^{3} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{4-j}(y)\right)+  \tag{6.3.3e}\\
& \quad+\frac{-2 \pi^{4}}{90}\left(-\frac{1}{2!}\left(3 \log ^{2}\left(\frac{x}{y}\right)+\log ^{2}(x)\right)+\sum_{j=0}^{1} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{2-j}(y)\right)+  \tag{6.3.3f}\\
& \quad+12 \zeta(6) \stackrel{?}{=} 0 . \tag{6.3.3~g}
\end{align*}
$$

### 6.3.4 Patterns, and an arbitrary weight candidate identity

Within these two instances, and the weight 2, 3, 4 cases not explicitly listed, there is enough information to extrapolate a pattern, and give a candidate for an identity which holds at any weight.

For example, as the weight of the constant increases, viewing $i \pi$ to have weight $k=1, \frac{\pi^{2}}{6}$ to have weight $k=2$, et cetera, the coefficient of $\log \left(\frac{x}{y}\right)^{n-k}$ increases exactly according to the weight. (Ignore signs and factorials.) For example, in the weight 6 case we have the following

| Constant | Weight | Coefficient |
| :---: | :---: | :---: |
| 1 | 0 | -1 |
| $i \pi$ | 1 | 0 |
| $\frac{\pi^{2}}{6}$ | 2 | 1 |
| No weight 3 constant |  |  |
| $\frac{\pi^{4}}{90}$ | 4 | 3 |

Tantalisingly, the pure weight 6 constant $12 \zeta(6)$, in Equation 6.3 .3 g can be interpreted as follows.

$$
12 \zeta(6)=-2 \zeta(6)\left(-\frac{1}{0!}\left(5 \log ^{0}\left(\frac{x}{y}\right)+\log ^{0}(x)\right)+\sum_{j=0}^{-1} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{0-j}(y)\right) .
$$

Here $\log ^{0}(x)$ is interpreted as 1 , and $\sum_{j=0}^{-1}$ is 0 because the sum is empty.
Notice also that the weight 4 constant in Equation 6.3.3e has the form $-2 \frac{\pi^{4}}{90}=-2 \zeta(4)$. Similarly, the weight 2 constant in Equation 6.3.3f has the form $-2 \frac{\pi^{2}}{6}=-2 \zeta(2)$.

Using the convention that $\zeta(0)=-\frac{1}{2}$, we can write the third line of the weight 6 identity, Equation 6.3 .3 c in the following suggestive manner.

$$
-2 \zeta(0)\left(-\frac{1}{6!}\left(-\log ^{6}\left(\frac{x}{y}\right)+\log ^{6}(x)\right)+\sum_{j=0}^{5} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{6-j}(y)\right)
$$

Make the following definition, to capture the general structure of the terms in the successive slices.
Definition 6.3.3. The function $\ell_{\alpha}(\beta ; x, y)$, for $\alpha \geq 0 \in \mathbb{Z}$, and $\beta \in \mathbb{Z}$ is defined as follows.

$$
\ell_{\alpha}(\beta ; x, y):=-(-1)^{\alpha} \frac{1}{\alpha!}\left(\beta \log ^{\alpha}\left(\frac{x}{y}\right)+\log ^{\alpha}(x)\right)+\sum_{j=0}^{\alpha-1} \frac{1}{j!}(-\log (x))^{j} \operatorname{Li}_{\alpha-j}(y)
$$

Then the weight 5 identity can be re-written as follows

$$
\begin{aligned}
& I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}, \frac{1}{y}\right)+ \\
& \quad+\left(\operatorname{Li}_{5}(x)+4 \operatorname{Li}_{5}\left(\frac{x}{y}\right)-\log \left(\frac{x}{y}\right) \operatorname{Li}_{4}\left(\frac{x}{y}\right)\right)+ \\
& \quad+i \pi f_{4}(0 ; x, y)+ \\
& \quad-2 \zeta(0) \ell_{5}(-1 ; x, y)-2 \zeta(2) \ell_{3}(1 ; x, y)-2 \zeta(4) \ell_{1}(3 ; x, y) \stackrel{?}{=} 0
\end{aligned}
$$

And similarly, the weight 6 identity can be re-written as

$$
\begin{aligned}
& I_{5,1}(x, y)-I_{5,1}\left(\frac{1}{x}, \frac{1}{y}\right)+ \\
& \quad-\left(\operatorname{Li}_{6}(x)+5 \operatorname{Li}_{6}\left(\frac{x}{y}\right)-\log \left(\frac{x}{y}\right) \operatorname{Li}_{5}\left(\frac{x}{y}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& +i \pi f_{5}(0 ; x, y)+ \\
& -2 \zeta(0) \ell_{6}(-1 ; x, y)-2 \zeta(2) \ell_{4}(1 ; x, y)+ \\
& -2 \zeta(4) \ell_{2}(3 ; x, y)-2 \zeta(6) \ell_{0}(5 ; x, y) \stackrel{?}{=} 0
\end{aligned}
$$

Expressions of the same form also give the corresponding identities at weight 2, 3, and 4 . We therefore propose the following

Conjecture 6.3.4. The following identity is a numerically testable functional equation for $I_{n, 1}$, at weight $n+1$, in two variables.

$$
\begin{aligned}
& I_{n, 1}(x, y)+(-1)^{n} I_{n, 1}\left(\frac{1}{x}, \frac{1}{y}\right)+ \\
& \quad+(-1)^{n}\left(\operatorname{Li}_{n+1}(x)+n \operatorname{Li}_{n+1}\left(\frac{x}{y}\right)-\log \left(\frac{x}{y}\right) \operatorname{Li}_{n}\left(\frac{x}{y}\right)\right)+ \\
& \quad+i \pi f_{n}(0 ; x, y)+ \\
& \quad-2 \sum_{\substack{j=0 \\
j \text { even }}}^{n+1} \zeta(j) f_{n+1-j}(j-1 ; x, y)=0
\end{aligned}
$$

Evidence. Testing in Mathematica at weight 7 and 8 (so $n=6$ and $n=7$ ) gives results equal to 0 to within at least $10^{-50}$ for various choices of $x, y$.

Testing for a selection of larger $n$, such as $n=12,33,123$ also gives 0 numerically.

In generalising Duhr's result in Gan16, the above result should provide the first numerically testable functional equation for genuine weight $n+1$ multiple polylogarithms, in at least two variables.

### 6.4 Further work

Depth 2, all $I_{a, b}$ : Conjecture 6.3.4 above gives us a numerically testable functional equation for the iterated integral $I_{n, 1}(x, y)$. It arises by taking successive slices of the coproduct, to produce corrections of the form constant $\times$ lower weight, with the first slice coming from the symbol level identity Theorem 6.1.2 in the case $a=n, b=1$.

Since the symbol level identity Theorem 6.1.2 holds for all choices of $a$ and $b$, it is conceivable that this identity could form the first level of a general numerically testable functional equation for $I_{a, b}$. Further work with the coproduct in various special cases might suggest such a general identity.

Indeed a recent paper FTW16 dealing with the reduction of weight 4 MPL's to $\mathrm{Li}_{4}$ and $\mathrm{Li}_{2,2}$ includes an example of such a functional equation. Equation 6.4 in FTW16 states

$$
\begin{aligned}
\mathrm{Li}_{2,2}(x, y)= & \operatorname{Li}_{2,2}\left(\frac{1}{x}, \frac{1}{y}\right)-\mathrm{Li}_{4}(x y)+3\left(\operatorname{Li}_{4}\left(\frac{1}{x}\right)+\mathrm{Li}_{4}(y)\right)+ \\
& +2\left(\operatorname{Li}_{3}\left(\frac{1}{x}\right)-\operatorname{Li}_{3}(y)\right) \log (-x y)+ \\
& +\operatorname{Li}_{2}\left(\frac{1}{x}\right)\left(\frac{\pi^{2}}{6}+\frac{1}{2} \log ^{2}(-x y)\right)+
\end{aligned}
$$

$$
+\frac{1}{2} \operatorname{Li}_{2}(y)\left(\log ^{2}(-x y)-\log ^{2}(-x)\right)
$$

Of course, $\mathrm{Li}_{2,2}(x, y)$ can be re-interpreted as the iterated integral $I_{2,2}\left(\frac{1}{x y}, \frac{1}{y}\right)$. So a change of variables to $x=x^{\prime} / y$, would give $I_{2,2}\left(\frac{1}{x^{\prime}}, \frac{1}{y}\right)$, and put this result onto the same footing as the above results.

Higher depth: One is also naturally lead to ask what happens at higher depth, and whether similar numerically testable functional equations can be found.

A small taste of results in this direction comes from the following.
Identity 6.4.1. The following result holds on the level of the symbol, modulo products, for $n=1,2,3,4$, at least.

$$
\begin{aligned}
& I_{n, 1,1}(x, y, z)+(-1)^{n+1+1} I_{n, 1,1}\left(\frac{1}{x}, \frac{1}{y}, \frac{1}{z}\right) \stackrel{\text { щ }}{=} \\
& I_{n, 2}(x, y)+(-1)^{n} I_{n, 2}\left(\frac{y}{z}, \frac{x}{z}\right)+I_{n+1,1}(x, z)+I_{n+1,1}\left(\frac{1}{z}, \frac{y}{z}\right)+ \\
& \quad-(-1)^{n} \operatorname{Li}_{n+2}(x)-(-1)^{n}(n+1) \operatorname{Li}_{n+2}\left(\frac{x}{z}\right)+\operatorname{Li}_{n+2}(z)
\end{aligned}
$$

This family might be amenable to an upgrade to a full numerically checkable identity, by computing successive slices of the coproduct.

It appears that explicit symbol-level identities like the above can be found for all depth 3 iterated integrals. For example

Identity 6.4.2. The following result for $I_{1,3,2}$ holds on the level of the symbol, modulo products.

$$
\begin{aligned}
& I_{1,3,2}(x, y, z)+I_{1,3,2}\left(\frac{1}{x}, \frac{1}{y}, \frac{1}{z}\right) \stackrel{\text { ய }}{=}-I_{3,3}\left(\frac{y}{x}, \frac{z}{x}\right)-I_{5,1}\left(\frac{1}{x}, \frac{y}{x}\right)+ \\
& \quad+I_{4,2}(x, z)-I_{4,2}\left(\frac{1}{y}, \frac{z}{y}\right)-I_{4,2}(y, z)+I_{4,2}\left(\frac{1}{z}, \frac{y}{z}\right)+I_{4,2}(z, y)+ \\
& \quad+10 \mathrm{Li}_{6}\left(\frac{x}{z}\right)-10 \mathrm{Li}_{6}\left(\frac{y}{z}\right)-\mathrm{Li}_{6}(x)-10 \mathrm{Li}_{6}(y)+5 \mathrm{Li}_{6}(z)
\end{aligned}
$$

Remark 6.4.3. It appears that recently, a general result of this form has indeed been proven by Panzer Pan15 under the name of the parity theorem for multiple polylogarithms.

Theorem 6.4.4 (Parity theorem, Theorem 2.5 in Pan15). For all indices $\left(n_{1}, \ldots, n_{d}\right) \in \mathbb{N}^{d}$, the combination

$$
\operatorname{Li}_{n_{1}, \ldots, n_{d}}\left(z_{1}, \ldots, z_{d}\right)-(-1)^{n_{1}+\ldots+n_{d}-d} \operatorname{Li}_{n_{1}, \ldots, n_{d}}\left(\frac{1}{z_{1}}, \ldots, \frac{1}{z_{d}}\right)
$$

is of depth at most $d-1$.

Panzer says that the depth reduction can be determined explicitly for any indices $\left(n_{1}, \ldots, n_{d}\right)$. He gives explicit examples of such analytic identities in the depth 2 and depth 3 cases.

Despite subsuming the above $I_{a, b}(x, y) \pm I_{a, b}\left(\frac{1}{x}, \frac{1}{y}\right)$ result, Panzer's proof is of a analytic/differential nature, in contrast with the entirely algebraic proof using symbol and coproduct in Theorem 6.1.2, Claim 6.3.1 and Claim 6.3.2. It could be interesting to compare the two proofs.

## Chapter 7

## Polylogarithm functional equations from Goncharov-motivated $I_{4,1}, I_{5,1}$,

## $I_{6,1}$ identities

In this chapter we will apply and extend an idea proposed by Goncharov Gon94 in the weight 4 and and weight 5 cases to find infinite families of functional equations for $\mathrm{Li}_{5}$ and $\mathrm{Li}_{6}$. We start by recalling how Goncharov's idea works in the weight 4 case, and mention the results that Gangl found for $I_{3,1}\left(5\right.$-term $\left.\mathrm{Li}_{2}, z\right)$ and the resulting $\mathrm{Li}_{4}$ functional equation ("weight 4" in Section 7.1). Then we recall how Goncharov's idea is supposed to work in the weight 5 case ("weight 5" in Section 7.1), but phrase the approach in terms of the symbol modulo $\delta$.

We will focus mainly on finding $\mathrm{Li}_{n}$ terms for identities arising from $I_{a, b}^{ \pm}$(as in Definition 7.4.1, "symmetrisation") applied to the so-called algebraic $\mathrm{Li}_{2}, \mathrm{Li}_{3}$, and $\mathrm{Li}_{4}$ functional equations. To this end, we continue by recalling these algebraic $\mathrm{Li}_{n}$ functional equations Section 7.3 , and set up some notation Section 7.3.1 to capture the symmetries they force to manifest on the $I_{a, b}^{ \pm}$identities.

We then proceed to find $\mathrm{Li}_{5}$ terms for $I_{4,1}^{-}\left(x\right.$, algebraic $\left.\mathrm{Li}_{2}\right)$ Theorem 7.4.6 and $\mathrm{Li}_{5}$ terms for $I_{4,1}^{-}$(algebraic $\left.\mathrm{Li}_{3}, y\right)$ Theorem 7.4.11. From these results we derive an family of functional equations for $\mathrm{Li}_{5}$ Corollary 7.4.14. We also find $\mathrm{Li}_{5}$ and Nielsen terms for $I_{4,1}^{-}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$ Theorem 7.4.17. We combine this with the $I_{4,1}^{-}\left(x\right.$, algebraic $\mathrm{Li}_{2}$ equation) to find another family of functional equations for $\mathrm{Li}_{5}$ Corollary 7.4.20, and a reduction for a family of Nielsen terms to $\mathrm{Li}_{5}$ 's (Proposition 7.4.19).

Next we generalise this idea to weight 6 . We proceed to find $\mathrm{Li}_{6}$ terms for $I_{5,1}^{+}\left(\right.$algebraic $\left.\operatorname{Li}_{3}, y\right)$ Theorem 7.6.1, and get a family of functional equations for $\mathrm{Li}_{6}$ Corollary 7.6.3. We also find $\mathrm{Li}_{6}$ terms for $I_{5,1}^{-}\left(\right.$algebraic $\left.\mathrm{Li}_{4}, y\right)$ Theorem 7.6.5, and get another family of functional equations for $\mathrm{Li}_{6}$ Corollary 7.6.7. Next we find Nielsen and $\mathrm{Li}_{6}$ terms for $I_{5,1}^{+}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$, and combine this with the algebraic $\mathrm{Li}_{3}$ equation to get a yet another family of functional equations for $\mathrm{Li}_{6}$ (Corollary 7.6.13). We end by offering suggestions for how to maybe push these ideas to weight 7 Section 7.7), such as
considering the further 'symmetrisation' $\widehat{I_{6,1}^{+}}$with the $\operatorname{Li}_{2}$ functional equation $\{y\}_{2}+\{1-y\}_{2}$. We find $\mathrm{Li}_{7}$ terms for $I_{6,1}^{+}\left(\right.$algebraic $\left.\mathrm{Li}_{4}, y\right)$ Theorem 7.7.3, and for $\widehat{I_{6,1}^{-}}\left(\right.$algebraic $\left.\mathrm{Li}_{3}, y\right)$ Theorem 7.7.5. We also find $\mathrm{Li}_{7}$ and Nielsen terms for $\widehat{I_{6,1}^{-}}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$ Theorem 7.7.6 Unfortunately, to obtain a family of $\mathrm{Li}_{7}$ functional equations, we would still need to find a functional equation for $\operatorname{Li}_{4}(x)+\operatorname{Li}_{4}(1-x)$. These ideas can also be extended to weight 8 Section 7.8.1. Finally, we consider how the idea might be pushed to depth 3 , to give more interesting functional equations in depth 2 , starting at weight 6 Section 7.8.2.

### 7.1 Introduction

Goncharov Gon94 suggests an approach to finding highly generic functional equations for $\mathrm{Li}_{4}$ and $L_{5}$ by understanding (essentially) the depth 2 MPL's $I_{3,1}(x, y)$ and $I_{4,1}(x, y)$. Goncharov's approach is phrased in terms of elements $\kappa$ and $\Phi_{5}$, specifically constructed in the Lie coalgebra $\mathcal{L} \bullet(F)$ and Bloch complex $\mathcal{B}_{\bullet}(F)$ of (multiple) polylogarithms. Goncharov's definitions of $\kappa$ and $\Phi_{5}$ are recalled in Section 7.4.1 below. But the element $\kappa$ is essentially the symbol of $I_{3,1}$ and the element $\Phi_{5}$ is essentially the symbol of (a symmetrisation of) $I_{4,1}$. We will prefer to use the symbol approach so the constructions fit better with the narrative of this thesis.

Weight 4: The integral $I_{3,1}(x, y)$ satisfies

$$
I_{3,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{2} .
$$

So if one sets $L_{2}=\sum a_{i}\left[\xi_{i}\right] \in \operatorname{ker} \delta_{2}$ to be a $\operatorname{Li}_{2}$ functional equation, then one obtains

$$
I_{3,1}\left(L_{2}, y\right)=I_{3,1}\left(\sum a_{i}\left[\xi_{i}\right], y\right) \stackrel{\delta}{=} 0
$$

Morally this implies that $I_{3,1}\left(\sum a_{i}\left[\xi_{i}\right], y\right)$ can already be expressed in terms of $\mathrm{Li}_{4}$ 's only, modulo products. Similarly by considering another $\operatorname{Li}_{2}$ functional equation $L_{2}^{\prime}=\sum b_{i}\left[\zeta_{i}\right] \in \operatorname{ker} \delta_{2}$, one finds that $I_{3,1}\left(x, L_{2}^{\prime}\right)=I_{3,1}\left(x, \sum b_{i}\left[\zeta_{i}\right]\right)$ vanishes modulo $\delta$. So one expects the result can be expressed in terms of $\mathrm{Li}_{4}$ 's only, modulo products.

By expanding out

$$
I_{3,1}\left(\sum a_{i}\left[\xi_{i}\right], \sum b_{i}\left[\zeta_{i}\right]\right)
$$

in two ways, one obtains two different combinations of $\mathrm{Li}_{4}$ terms, whose difference is 0 modulo products. This gives a functional equation for $\mathrm{Li}_{4}$.

The most general functional equation for $\mathrm{Li}_{2}$, from which all others are expected to follow, is the 5 -term relation

$$
\sum_{i}(-1)^{i}\left[\operatorname{cr}\left(x_{1}, \ldots, \widehat{x_{i}}, \ldots, x_{5}\right)\right] \in \mathcal{B}_{2}
$$

This makes it the 'best' choice to plug into $I_{3,1}$, to obtain a generic $\mathrm{Li}_{4}$ equation. This case has been treated by Gangl Gan16], who has found a 122 term expression for $I_{3,1}\left(\operatorname{Li}_{2} 5\right.$-term, $\left.y\right)$, and used this
to derive a 931 term functional equation for $\mathrm{Li}_{4}$ in 4 variables.
Earlier work by Gangl Gan00 found a version of this, and consequently a $\mathrm{Li}_{4}$ functional equation, by plugging in the so-called algebraic $\operatorname{Li}_{2}$ functional equation

$$
\operatorname{Li}_{2}\left(\sum_{i}\left[p_{i}\right]\right) \stackrel{\amalg}{=} 0
$$

where $\left\{p_{i}\right\}=\left\{p_{i}(t)\right\}$ are roots of the polynomial $f(t, x)=x^{a}(1-x)^{b}-t$, and $a, b \in \mathbb{Z}_{>0}$. This algebraic $\mathrm{Li}_{2}$ functional equation, and the related algebraic $\mathrm{Li}_{3}$ and algebraic $\mathrm{Li}_{4}$ functional equations are explained in more detail in Section 7.3 below.

The version for $I_{3,1}(5$-term, $y$ ), plugging in the 5 -term relation, was only completed relatively recently, after the advent of the symbol of the multiple polylogarithm. The arguments in the $\mathrm{Li}_{4}$ terms for the 5 -term relation are an 'order of magnitude' more complex than those involved in the $\mathrm{Li}_{4}$ for the algebraic $\mathrm{Li}_{2}$ functional equation, and were only found after much computer experimentation by Gangl.

Weight 5: The integral $I_{4,1}(x, y)$ satisfies

$$
I_{4,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3}+\{x\}_{3} \wedge\{y\}_{2}
$$

So if one considers the slight symmetrisations

$$
I_{4,1}^{ \pm}(x, y):=\frac{1}{2}\left(I_{4,1}(x, y) \pm I_{4,1}\left(x, \frac{1}{y}\right)\right)
$$

one obtains

$$
\begin{aligned}
I_{4,1}^{+}(x, y) \stackrel{\delta}{=}-\{x\}_{2} & \wedge\{y\}_{3} \\
I_{4,1}^{-}(x, y) \stackrel{\delta}{=}\{x\}_{3} & \wedge\{y\}_{2}
\end{aligned}
$$

This isolates the two arguments of $I_{4,1}^{ \pm}(x, y)$ to different weight Bloch groups in the sense that in $I_{4,1}^{+}(x, y)$, modulo $\delta$, the variable $x$ only contributes a weight 2 part $\{x\}_{2} \in \mathcal{B}_{2}(F)$ to the weight 5 result in $\mathcal{B}_{2}(F) \wedge \mathcal{B}_{3}(F)$, and the variable $y$ only contributes a weight 3 part $\{y\}_{3} \in \mathcal{B}_{3}(F)$ to the weight 5 result in $\mathcal{B}_{2}(F) \wedge \mathcal{B}_{3}(F)$. Compare this with the original situation for $I_{4,1}(x, y)$, modulo $\delta$, where the variable $x$ appears simultaneously as $\{x\}_{2}$ and as $\{x\}_{3}$, so contributes a weight 2 part, and a weight 3 part to the final result in $\mathcal{B}_{2}(F) \wedge \mathcal{B}_{3}(F)$.

Now by appropriately substituting functional equations for $\operatorname{Li}_{2}$ or for $\operatorname{Li}_{3}$ into $I_{4,1}^{ \pm}(x, y)$, one can guarantee that the result vanishes modulo $\delta$. So morally one expects the result to be expressible in terms of $\mathrm{Li}_{5}$ 's only.

To obtain the most generic $\mathrm{Li}_{5}$ functional equation from this, one wants use the 5 -term $\mathrm{Li}_{2}$ equation, and the 22 -term Goncharov $\mathrm{Li}_{3}$ equation (or preferably the symmetrised 840 -term version). So far the 5 -term relation appears to remain out of reach: despite allowing thousands of potentially interesting $\mathrm{Li}_{5}$ (and Nielsen) arguments (generating using Radchenko's sage package MESA MESA, insight from the weight 4 case, et cetera), I have not yet been able to find an expression for $I_{4,1}^{+}(5$-term, $y$ ) in terms
of $\mathrm{Li}_{5}$ 's and Nielsen polylogarithms. We can, however, make some progress by using the algebraic $\mathrm{Li}_{2}$ and $\mathrm{Li}_{3}$ equations, as Gangl did originally in the $I_{3,1}$ case Gan00.

### 7.2 Overview of results

The table below summarises the identities found in this chapter by plugging $\operatorname{Li}_{n}$ functional equations into iterated integrals $I_{a, b}$.

| Weight | Integral | $\mathrm{Li}_{n}$ equation | Where stated | Involves Nielsen? |
| :---: | :---: | :---: | :---: | :---: |
| 5 | $I_{4,1}^{-}$ | algebraic $\mathrm{Li}_{2}$ | Theorem 7.4.6 |  |
| 5 | $I_{4,1}^{-}$ | algebraic $\mathrm{Li}_{3}$ | Theorem 7.4.11 |  |
| 5 | $I_{4,1}^{-}$ | 3 -term $\mathrm{Li}_{3}$ | Theorem 7.4.17 |  |
| 6 | $I_{5,1}^{+}$ | algebraic $\mathrm{Li}_{3}$ | Theorem 7.6.1 |  |
| 6 | $I_{5,1}^{-}$ | algebraic $\mathrm{Li}_{4}$ | Theorem 7.6.5 |  |
| 6 | $I_{5,1}^{+}$ | 3 -term $\mathrm{Li}_{3}$ | Theorem 7.6.8 |  |
| 7 | $I_{6,1}^{+}$ | algebraic $\mathrm{Li}_{4}$ | Theorem 7.7.3 | $\checkmark$ |
| 7 | $\widehat{I_{6,1}^{-}}$ | algebraic $\mathrm{Li}_{3}$ | Theorem 7.7.5 |  |
| 7 | $\widehat{I_{6,1}^{-}}$ | 3 -term $\mathrm{Li}_{3}$ | Theorem 7.7.6 |  |
| 8 | $\widehat{I_{7,1}^{+}}$ | 3 -term $\mathrm{Li}_{3}$ | Theorem 7.8.1 | $\checkmark$ |
|  |  |  | $\checkmark$ |  |

Remark 7.2.1. It is curious to note that Nielsen terms only seem to appear when the 3 -term $\mathrm{Li}_{3}$ functional equation is plugged into one of the slots. This table only provides a limited sample of results, so trying to draw firm conclusions from it could potentially be misleading. However, the main structural difference between the 3 -term $\mathrm{Li}_{3}$ functional equation, and the other functional equations above, is the following.

On the level of functions, the 3 -term $\mathrm{Li}_{3}$ functional equation should really be called a $3(+1)$ term functional equation, in the sense that there is a non-zero constant on the right hand side. We have namely,

$$
\mathscr{L}_{3}(x)+\mathscr{L}_{3}(1-x)+\mathscr{L}_{3}\left(1-\frac{1}{x}\right)=\zeta(3) .
$$

In the remaining cases, the constant in each of the functional equations is exactly 0 .

This table summarises the functional equations found by expanding out $I_{a, b}$ in two different ways using the identities in the above table.

| $\mathrm{Li}_{n}$ weight | Integral | Slot 1 of integral | Slot 2 of integral | Where stated |
| :---: | :---: | :---: | :---: | :---: |
| 5 | $I_{4,1}^{-}$ | algebraic $\mathrm{Li}_{3}$ | algebraic $\mathrm{Li}_{2}$ | Corollary 7.4.14 |
| 5 | $I_{4,1}^{-}$ | 3 -term $\mathrm{Li}_{3}$ | algebraic $\mathrm{Li}_{2}$ | Corollary 7.4.20 |
| 6 | $I_{5,1}^{+}$ | algebraic $\mathrm{Li}_{3}$ | algebraic $\mathrm{Li}_{3}$ | Corollary 7.6.3 |
| 6 | $I_{5,1}^{-}$ | algebraic $\mathrm{Li}_{4}$ | algebraic $\mathrm{Li}_{4}$ | Corollary 7.6.7 |
| 6 | $I_{5,1}^{+}$ | algebraic $\mathrm{Li}_{3}$ | 3-term $\mathrm{Li}_{3}$ | Corollary 7.6.13 |

### 7.3 Algebraic $\mathrm{Li}_{2}, \mathrm{Li}_{3}$, and $\mathrm{Li}_{4}$ equations

Let $a, b \in \mathbb{Z}$, and consider the polynomial

$$
\begin{equation*}
f(t, x)=x^{a}(1-x)^{b}-t \tag{7.3.1}
\end{equation*}
$$

Let $\left\{p_{i}\right\}=\left\{p_{i}(t)\right\}$ be the roots of this equation, so that $f\left(t, p_{i}(t)\right)=0$. Define $c$ such that $a+b+c=0$.
Warning 7.3.1. In the following I will assume $a, b>0$. This means that we have $\prod_{j} p_{j}= \pm t$, since $t$ is the constant term in this polynomial, and can use this to rewrite $1-p_{i}$ in terms of $p_{j}$, as in Equation 7.3.2 below. We also have the identification \#roots $=a+b=-c$.

Both of these facts will be used extensively in proving Theorem 7.4.6, and in the computer calculations used to establish other identities involving the algebraic $\mathrm{Li}_{2}, \mathrm{Li}_{3}$ and $\mathrm{Li}_{4}$ equations, namely Theorems 7.4.11, 7.6.1, 7.7.3, 7.7.3 and 7.7.5.

A great deal of work must be expended to identify the coefficients appearing in results for specific values of $a, b$ as a combination of $a$ 's, $b$ 's, and $c$ 's. If the equality \#roos $=-c$ does not hold (as is the case when $a<0$, or $b<0$ ), we have a fourth variable which can potentially appear in the coefficients, and making the recognition process more onerous.

If we do allow $a>0$, and any $b$ with $b \notin\{0,-a\}$, then Lemma 4.1, Equation (4.1.1), in Gan95 establishes that

$$
\prod_{i} p_{i}= \begin{cases} \pm t & \text { if } a+b>0 \\ \pm 1 & \text { otherwise }\end{cases}
$$

Extending further to the case where $a<0$ can be achieved simply replacing $t \mapsto 1 / t$ in the polynomial $f$. It is apparent then, that when trying to establish versions of Theorem 7.4.6 for all $a, b$, a much greater level of care would be needed to deal consistently with the 3 separate cases $\pm 1, \pm t, \pm \frac{1}{t}$ for $\prod_{i} p_{i}$.

For the moment restricting to $a, b>0$ is more than sufficient to produce interesting families of $I_{n, 1}$ identities, and families of functional equations for $\mathrm{Li}_{n}$, and should still provide much insight into the general case in future.

Remark 7.3.2 (Rationally parametrisable case). We should also note that in the case $a=1, b=2$, the roots $\left\{p_{i}(t)\right\}$ can be parametrised by rational functions for a suitable choice of $t$, as follows. Take

$$
t=\frac{(1-y)^{2} y^{2}}{\left(1-y+y^{2}\right)^{3}}
$$

Then the roots of the equation $f(x, t)=0$ are given by

$$
\begin{aligned}
& p_{1}(y)=\frac{1}{1-y+y^{2}} \\
& p_{2}(y)=\frac{y^{2}}{1-y+y^{2}} \\
& p_{3}(y)=\frac{(1-y)^{2}}{1-y+y^{2}}
\end{aligned}
$$

where the set $\left\{p_{1}, p_{2}, p_{3}\right\}$ is invariant under $y \mapsto 1-\frac{1}{y}$.
This means that all of the results in this chapter can be given with explicit rational arguments for the case $a=1, b=2$, if one desires a concrete example to check. Moreover, the cases $a=-1, b=3$, and $a=2, b=-3$ can also be rationally parametrised by substituting $x \mapsto 1-1 / x$ into the equation $f(x, t)=0$. This will also give one a way to check explicit cases for $a<0$ or $b<0$, as a starting point to a more general analysis for all $a, b$, in future.

By substituting $x=p_{j}$ into $f(t, x)=0$ we obtain

$$
\begin{align*}
1-p_{i} & = \pm \frac{\prod_{i} p_{i}^{1 / b}}{p_{i}^{a / b}}  \tag{7.3.2}\\
1-\frac{1}{p_{i}} & = \pm \frac{\prod_{i} p_{i}^{1 / b}}{p_{i}^{(a+b) / b}} \tag{7.3.3}
\end{align*}
$$

up to some $b$-th root of unity.
Remark 7.3.3. In principle there is a choice of $b$-th roots to be made above. However, this choice is not relevant to the symbol calculations below, for we have the following equalities on the level of the symbol. If $\zeta_{n}$ is an $n$-th root of unity, we have

$$
\begin{aligned}
n\left(\cdots \otimes \zeta_{n} x \otimes \cdots\right) & =\cdots \otimes \zeta_{n}^{n} x^{n} \otimes \cdots \\
& =\cdots \otimes x^{n} \otimes \cdots \\
& =n(\cdots \otimes x \otimes \cdots)
\end{aligned}
$$

Dividing by $n$ in the $\mathbb{Q}$-algebra of symbols gives the equality

$$
\cdots \otimes \zeta_{n} x \otimes \cdots=\cdots \otimes x \otimes \cdots
$$

We can therefore treat the equalities in Equation 7.3.2 and Equation 7.3.3 as holding exactly, for the purposed of symbol computations.

The following families of algebraic $\mathrm{Li}_{2}, \mathrm{Li}_{3}$ and $\mathrm{Li}_{4}$ functional equations are already well known from Gangl Gan95. I will, however, include proofs using symbol calculations, because they are short enough to be enlightening without detracting from the story, and they provide something of a template for the proofs of later more complicated identities. These proofs are basically the symbol calculus version of Gangl's original proofs.

Proposition 7.3.4 (Algebraic $\mathrm{Li}_{2}$ equation, Lemma 4.1, Equation (4.1.4), in Gan95). The following is a functional equation for $\mathrm{Li}_{2}$.

$$
\operatorname{Li}_{2}\left(\sum_{i}\left[p_{i}\right]\right) \stackrel{\oplus}{=} 0
$$

Proof. Firstly, write $\{x\}_{2}$ to mean $-(1-x) \wedge x=-(1-x) \otimes x-x \otimes(1-x)$, as usual. Then we
compute the symbol, modulo products to be

$$
\sum_{i}\left\{1-p_{i}\right\}_{2}=-\sum_{i}\left(1-p_{i}\right) \wedge p_{i}
$$

Use Equation 7.3 .2 to replace the $1-p_{i}$ term. This gives

$$
=-\sum_{i}\left(\frac{\prod_{j} p_{j}^{1 / b}}{p_{i}^{a / b}}\right) \wedge p_{i}
$$

Split up the tensor factor containing the fraction, and pull out the powers, to obtain

$$
=-\sum_{i} \frac{1}{b}\left(\prod_{j} p_{j}\right) \wedge p_{i}+\frac{a}{b}\left(p_{i} \wedge p_{i}\right) .
$$

Since $p_{i} \wedge p_{i}=0$, this simplifies to

$$
\begin{aligned}
& =-\frac{1}{b} \sum_{i}\left(\prod_{j} p_{j}\right) \wedge p_{i} \\
& =-\frac{1}{b}\left(\prod_{j} p_{j}\right) \wedge\left(\prod_{j} p_{j}\right) \\
& =0
\end{aligned}
$$

This proves it is a functional equation for $\mathrm{Li}_{2}$.

Certain combinations of these arguments, and arguments from the other $S_{3}$-orbits, give rise to algebraic functional equations for $\mathrm{Li}_{3}$ and $\mathrm{Li}_{4}$ as follows.

Proposition 7.3.5 (Algebraic $\mathrm{Li}_{3}$ equation, Lemma 4.1, Equation (4.1.5), in Gan95). The following is a functional equation for $\mathrm{Li}_{3}$.

$$
\operatorname{Li}_{3}\left(\sum_{i}-\frac{1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right]\right) \stackrel{\amalg}{=} 0
$$

Proof. Since $\{x\}_{3}=-(1-x) \wedge x \otimes x=\{x\}_{2} \otimes x$, we compute the symbol modulo products to be as follows.

$$
\begin{aligned}
\sum_{i}-\frac{1}{a}\left\{1-p_{i}\right\}_{3}+\frac{1}{b}\left\{p_{i}\right\}_{3} & =\sum_{i}-\frac{1}{a}\left\{1-p_{i}\right\}_{2} \otimes\left(1-p_{i}\right)+\frac{1}{b}\left\{p_{i}\right\}_{2} \otimes p_{i} \\
& =\sum_{i} \frac{1}{a}\left\{p_{i}\right\}_{2} \otimes\left(1-p_{i}\right)+\frac{1}{b}\left\{p_{i}\right\}_{2} \otimes p_{i}
\end{aligned}
$$

using the functional equation $\{x\}_{2}+\{1-x\}_{2}=0$, for $\mathrm{Li}_{2}$. Now replace $1-p_{i}$ using Equation 7.3.2. This gives

$$
=\sum_{i} \frac{1}{a}\left\{p_{i}\right\}_{2} \otimes\left(\frac{\prod_{j} p_{j}^{1 / b}}{p_{i}^{a / b}}\right)+\frac{1}{b}\left\{p_{i}\right\}_{2} \otimes p_{i} .
$$

Now split up the tensor factor containing the fraction, and pull the powers out, to obtain

$$
=\sum_{i} \frac{1}{a b}\left\{p_{i}\right\}_{2} \otimes\left(\prod_{j} p_{j}\right)-\frac{1}{b}\left\{p_{i}\right\}_{2} \otimes p_{i}+\frac{1}{b}\left\{p_{i}\right\}_{2} \otimes p_{i}
$$

$$
=\sum_{i} \frac{1}{a b}\left\{p_{i}\right\}_{2} \otimes\left(\prod_{j} p_{j}\right) .
$$

We then get

$$
=\frac{1}{a b}\left(\sum_{i}\left\{p_{i}\right\}_{2}\right) \otimes\left(\prod_{j} p_{j}\right)=0
$$

because Proposition 7.3.4 shows that $\sum_{i}\left\{p_{i}\right\}_{2}=0$. This proves the initial expression is a functional equation for $\mathrm{Li}_{3}$.

Remark 7.3.6. Notice that this functional equation exhibits an anti-symmetry under $a \leftrightarrow b$ and $p_{i} \leftrightarrow 1-p_{i}$. This should manifest in the $\operatorname{Li}_{n}$ terms found in later $I_{4,1}, I_{5,1}, I_{6,1}$ identities.

Proposition 7.3.7 (Algebraic $\mathrm{Li}_{4}$ equation, Lemma 4.1, Equation (4.1.6), in Gan95). The following is a functional equation for $\mathrm{Li}_{4}$.

$$
\operatorname{Li}_{4}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{c}\left[1-\frac{1}{p_{i}}\right]\right) \stackrel{\omega}{=} 0
$$

where $c$ is defined by $a+b+c=0$.
Proof. Since $\{x\}_{4}=\{x\}_{3} \otimes x$, and $\left\{\frac{1}{x}\right\}_{4}=-\{x\}_{4}$, we compute the symbol modulo products to be as follows.

$$
\begin{aligned}
& \sum_{i} \frac{1}{a}\left\{\frac{1}{1-p_{i}}\right\}_{4}+\frac{1}{b}\left\{p_{i}\right\}_{4}+\frac{1}{c}\left\{1-1 / p_{i}\right\}_{4} \\
& =\sum_{i} \frac{-1}{a}\left\{1-p_{i}\right\}_{4}+\frac{1}{b}\left\{p_{i}\right\}_{4}+\frac{1}{c}\left\{1-1 / p_{i}\right\}_{4} \\
& =\sum_{i}-\frac{1}{a}\left\{1-p_{i}\right\}_{3} \otimes\left(1-p_{i}\right)+\frac{1}{b}\left\{p_{i}\right\}_{3} \otimes p_{i}+\frac{1}{c}\left\{1-1 / p_{i}\right\}_{3} \otimes\left(1-1 / p_{i}\right)
\end{aligned}
$$

Now use Equation 7.3.2 and Equation 7.3.3 to replace $1-p_{i}$ and $1-1 / p_{j}$ in the final tensor factors. We get

$$
=\sum_{i}-\frac{1}{a}\left\{1-p_{i}\right\}_{3} \otimes\left(\frac{\prod_{j} p_{j}^{1 / b}}{p_{i}^{a / b}}\right)+\frac{1}{b}\left\{p_{i}\right\}_{3} \otimes p_{i}+\frac{1}{c}\left\{1-1 / p_{i}\right\}_{3} \otimes\left(\frac{\prod_{j} p_{j}^{1 / b}}{p_{i}^{(a+b) / b}}\right) .
$$

Expand out the fractions and pull down the powers. Since $a+b=-c$, we obtain

$$
\begin{gathered}
=\sum_{i}\left(-\frac{1}{a b}\left\{1-p_{i}\right\}_{3} \otimes\left(\prod_{j} p_{j}\right)+\frac{1}{b c}\left\{1-1 / p_{i}\right\}_{3} \otimes\left(\prod_{j} p_{j}\right)+\right. \\
\left.+\frac{1}{b}\left\{1-p_{i}\right\}_{3} \otimes p_{i}+\frac{1}{b}\left\{p_{i}\right\}_{3} \otimes p_{i}+\frac{1}{b}\left\{1-1 / p_{i}\right\}_{3} \otimes p_{i}\right)
\end{gathered}
$$

Recall that

$$
\begin{equation*}
\{x\}_{3}+\{1-x\}_{3}+\{1-1 / x\}_{3}=0 \tag{7.3.4}
\end{equation*}
$$

is a functional equation for $\mathrm{Li}_{3}$. This means that the second line above vanishes, leaving

$$
=\sum_{i}-\frac{1}{a b}\left\{1-p_{i}\right\}_{3} \otimes\left(\prod_{j} p_{j}\right)+\frac{1}{b c}\left\{1-1 / p_{i}\right\}_{3} \otimes\left(\prod_{j} p_{j}\right)
$$

$$
=\left(\sum_{i}-\frac{1}{a b}\left\{1-p_{i}\right\}_{3}+\frac{1}{b c}\left\{1-1 / p_{i}\right\}_{3}\right) \otimes\left(\prod_{j} p_{j}\right)
$$

Use Equation 7.3.4 to write $\left\{1-1 / p_{i}\right\}_{3}=-\left\{p_{i}\right\}_{3}-\left\{1-p_{i}\right\}_{3}$, then substitute this in above. We get

$$
=\left(\sum_{i}-\frac{1}{a b}\left\{1-p_{i}\right\}_{3}-\frac{1}{b c}\left\{p_{i}\right\}_{3}-\frac{1}{b c}\left\{1-p_{i}\right\}_{3}\right) \otimes\left(\prod_{j} p_{j}\right) .
$$

Since $c=-a-b$, we have

$$
\frac{1}{a b}+\frac{1}{b c}=\frac{1}{b} \frac{a+c}{a c}=\frac{-1}{a c}
$$

So finally the expression simplifies to

$$
\begin{aligned}
& =\left(\sum_{i} \frac{1}{a c}\left\{1-p_{i}\right\}_{3}-\frac{1}{b c}\left\{p_{i}\right\}_{3}\right) \otimes\left(\prod_{j} p_{j}\right) \\
& =0
\end{aligned}
$$

This is because the expression in brackets is nothing other than $\frac{1}{c}$ times the $\operatorname{Li}_{3}$ functional equation from Proposition 7.3.5 This proves the initial expression is a functional equation for $\mathrm{Li}_{4}$.

Remark 7.3.8. Notice that this functional equation exhibits a 3 -fold symmetry under the cyclic permutation $a \mapsto b \mapsto c$, and $p_{i} \mapsto 1-\frac{1}{p_{i}} \mapsto \frac{1}{1-p_{i}}$. This should manifest in the $\mathrm{Li}_{n}$ terms found in later $I_{5,1}, I_{6,1}$ identities.

Remark 7.3.9. The functional equations in Propositions 7.3.4, 7.3.5 and 7.3.7 hold for any $a, b \in \mathbb{Z}$ with $a>0$ and $b \notin\{0,-a\}$. For further details see Lemma 4.1 in Gan95.

### 7.3.1 Some notation for symmetrising $\mathrm{Li}_{n}$

In order to conveniently describe many of the identities in the following sections, it will be useful to have polynomials whose roots are $p_{i}, \frac{1}{p_{i}}, 1-p_{i}, \ldots$ For that we have the following definition.

Definition 7.3.10 (Polynomials for $S_{3}$ action on the roots). The polynomial $g(\alpha, y)$, where $\alpha$ is one of $p, \frac{1}{p}, 1-p, \frac{1}{1-p}, 1-\frac{1}{p}, \frac{p}{p-1}$ is defined by the following table.

| $\alpha$ | $g(\alpha, y)$ | Roots of $g(\alpha, y)=t$ |
| :---: | :---: | :---: |
| $p$ | $y^{a}(1-y)^{b}$ | $p_{i}$ |
| $\frac{1}{p}$ | $y^{c}(y-1)^{b}$ | $\frac{1}{p_{i}}$ |
| $1-p$ | $y^{b}(1-y)^{a}$ | $1-p_{i}$ |
| $\frac{1}{1-p}$ | $y^{c}(y-1)^{a}$ | $\frac{1}{1-p_{i}}$ |
| $1-\frac{1}{p}$ | $(-y)^{b}(1-y)^{c}$ | $1-\frac{1}{p_{i}}$ |
| $\frac{p}{p-1}$ | $(-y)^{a}(y-1)^{c}$ | $\frac{p_{i}}{p_{i}-1}$ |

It will also be useful to have a consistent way of symmetrising $\mathrm{Li}_{n}$, and its coefficients, using field automorphisms. For that we make the following definition

Definition 7.3.11 ( $\mathrm{Li}_{n}$ symmetrisation). Let $\sigma_{1}, \ldots, \sigma_{k}$ be automorphisms of some function fields over $\mathbb{C}$. These fields are fields containing the coefficients and arguments of the paticular $\mathrm{Li}_{n}$ 's, and we assume initially that each pair of fields is disjoint over $\mathbb{C}$.

By taking the tensor product of these fields, we may assume the domains of the $\sigma_{i}$ agree. Let $\chi_{i}$ be a character of $\left\langle\sigma_{i}\right\rangle$. Then we define

$$
\operatorname{Li}_{n}^{\sigma_{1}, \chi_{1} ; \ldots ; \sigma_{k}, \chi_{k}}(\alpha[f]):=\operatorname{Li}_{n}\left(\sum_{g_{1} \in\left\langle\sigma_{1}\right\rangle} \cdots \sum_{g_{k} \in\left\langle\sigma_{k}\right\rangle} \chi_{1}\left(g_{1}\right) \cdots \chi_{k}\left(g_{k}\right) \alpha^{g_{1} \cdots g_{k}}\left[f^{g_{1} \cdots g_{k}}\right]\right)
$$

If the character $\chi_{i}$ is trivial, we may leave it out of the superscript. If the character $\chi_{i}$ acts as -1 on $\sigma_{i}$, we may write $\sigma_{i}^{-}$in place of $\sigma_{i}, \chi_{i}$.

Remark 7.3.12. By slightly abusing the field automorphism notation, we can let $\sigma$ first act on the polynomial $g(x, y)$ by $\sigma(g(x, y))=g\left(x^{\sigma}, y^{\sigma}\right)$, before evaluating the result.

Example 7.3.13. As an example, suppose we have the field automorphism $r: \mathbb{C}(y) \rightarrow \mathbb{C}(y)$, defined by $r(y)=\frac{1}{y}$. And $\tau: \mathbb{C}(a, b, c, p) \rightarrow \mathbb{C}(a, b, c, p)$ defined by $\tau(a)=b, \tau(b)=c, \tau(c)=a$, and $\tau(p)=1-\frac{1}{p}$. Then

$$
\begin{aligned}
\operatorname{Li}_{n}^{\tau, r^{-}}\left(\frac{a}{b}\left[\frac{g(p, y)}{p} y\right]\right)= & \operatorname{Li}_{n}\left(\frac{a}{b}\left[\frac{g(p, y)}{p} y\right]\right. \\
& +\frac{b}{c}\left[\frac{g\left(1-\frac{1}{p}, y\right)}{1-\frac{1}{p}} y\right]+\frac{c}{a}\left[\frac{g\left(\frac{1}{1-p}, y\right)}{\frac{1}{1-p}} y\right]+ \\
& \left.-\frac{a}{b}\left[\frac{g\left(p, \frac{1}{y}\right)}{p} \frac{1}{y}\right]-\frac{b}{c}\left[\frac{g\left(1-\frac{1}{p}, \frac{1}{y}\right)}{1-\frac{1}{p}} \frac{1}{y}\right]-\frac{c}{a}\left[\frac{g\left(\frac{1}{1-p}, \frac{1}{y}\right)}{\frac{1}{1-p}} \frac{1}{y}\right]\right) .
\end{aligned}
$$

In this result, each row is generated by the order 3 automorphism $\sigma$ with trivial character. The columns correspond to applying the order 2 automorphism $r$ with character $\chi_{2}(r)=-1$.

The table below summarises the automorphisms that will be used throughout the rest of this chapter. It is included as a reference aid since the automorphisms will be introduced as they are needed.

| Automorphism | Action | Mnemonic | Where defined |
| :---: | :---: | :---: | :---: |
| $\rho=\rho_{p}$ | $p \mapsto \frac{1}{p}, a \mapsto c, c \mapsto a$ | reciprocal of $p$ | Definition 7.4.5 |
| $r$ | $y \mapsto \frac{1}{y}$ | reciprocal of $y$ | Definition 7.4.8 |
| $\mu=\mu_{p}$ | $a \mapsto b, b \mapsto a, p \mapsto 1-p$ | one minus $p$ | Definition 7.4.10 |
| $\rho_{q}$ | $d \mapsto f, f \mapsto d, q \mapsto \frac{1}{q}$ |  | Definition 7.4.13 |
| $t$ | $x \mapsto 1-\frac{1}{x}$ | three-term in $x$ | Definition 7.4.16 |
| $\mu_{q}$ | $d \mapsto e, e \mapsto d, q \mapsto 1-q$ |  | Definition 7.6.2 |
| $\tau=\tau_{p}$ | $a \mapsto b \mapsto c \mapsto a, p \mapsto 1-\frac{1}{p}$ | three-fold symmetry of $p$ | Definition 7.6.4 |
| $\tau_{q}$ | $d \mapsto e \mapsto f \mapsto d, q \mapsto 1-\frac{1}{q}$ |  | Definition 7.6.6 |
| $s$ | $y \mapsto 1-\frac{1}{y}$ |  | Definition 7.6.11 |
| $m$ | $y \mapsto 1-y$ | one minus $y$ | Definition 7.7.4 |

## 7.4 $\mathrm{Li}_{5}$ functional equations from Goncharov-motivated $I_{4,1}$ identities

As noted in Equation 4.2.8 and Section 4.4.3, the iterated integral $I_{4,1}(x, y)$ satisfies the following

$$
\begin{equation*}
I_{4,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3}+\{x\}_{3} \wedge\{y\}_{2} . \tag{7.4.1}
\end{equation*}
$$

Recalling that $\{1 / x\}_{n}=-(-1)^{n}\{x\}_{n}$, one can substitute $y \mapsto \frac{1}{y}$ to obtain

$$
\begin{equation*}
I_{4,1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3}-\{x\}_{3} \wedge\{y\}_{2} . \tag{7.4.2}
\end{equation*}
$$

Adding or subtracting Equation 7.4.1 and Equation 7.4.2 leads to the following

$$
\begin{align*}
& I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=}-2\{x\}_{2} \wedge\{y\}_{3}  \tag{7.4.3}\\
& I_{4,1}(x, y)-I_{4,1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=} 2\{x\}_{3} \wedge\{y\}_{2} \tag{7.4.4}
\end{align*}
$$

We therefore make the following definitions
Definition 7.4.1 $\left(I_{4,1}^{ \pm}\right)$. The plus and the minus symmetrisations of $I_{4,1}(x, y)$ are defined by

$$
\begin{aligned}
I_{4,1}^{+}(x, y) & :=\frac{1}{2}\left(I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right)\right) \\
I_{4,1}^{-}(x, y) & :=\frac{1}{2}\left(I_{4,1}(x, y)-I_{4,1}\left(x, \frac{1}{y}\right)\right)
\end{aligned}
$$

And from Equation 7.4.3 and Equation 7.4.4 we have the following result
Proposition 7.4.2. Modulo $\delta$, the symmetrisations satisfy

$$
\begin{aligned}
& I_{4,1}^{+}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{3} \\
& I_{4,1}^{-}(x, y) \stackrel{\delta}{=}\{x\}_{3} \wedge\{y\}_{2} .
\end{aligned}
$$

Notice now that the two variables are 'isolated' and live in different weight tensor factors. That is to say, in the case of $I_{4,1}^{+}(x, y)$ for example, the variable $y$ only appears in the weight 3 Bloch group $\mathcal{B}_{3}(F)$ as $\{y\}_{3}$, whereas the variable $x$ only appears in the weight 2 Bloch group $\mathcal{B}_{2}(F)$ as $\{x\}_{2}$. Compare this with the original integral $I_{4,1}(x, y)$ where the variable $y$ has a weight 2 contribution $\{y\}_{2} \in \mathcal{B}_{2}(F)$, and a weight 3 contribution $\{y\}_{3} \in \mathcal{B}_{3}(F)$.

Suppose we choose $L_{2}=\sum a_{i}\left[\xi_{i}\right] \in \operatorname{ker} \delta_{2}$, so that $L_{2}$ is a functional equation of $\mathrm{Li}_{2}$. And we choose $L_{3}=\sum b_{i}\left[\zeta_{i}\right] \in \operatorname{ker} \delta_{3}$, so that $L_{3}$ is a functional equation of $\operatorname{Li}_{3}$. Then we have

$$
I_{4,1}^{+}\left(L_{2}, y\right) \stackrel{\delta}{=} 0 \text { and } I_{4,1}^{+}\left(x, L_{3}\right) \stackrel{\delta}{=} 0
$$

So morally we expect to have

$$
I_{4,1}^{+}\left(L_{2}, y\right) \stackrel{\varpi}{=} \sum_{i} \alpha_{i} \operatorname{Li}_{5}\left(A_{i}\right) \text { and } I_{4,1}^{+}\left(x, L_{3}\right) \stackrel{\varpi}{=} \sum_{i} \beta_{i} \operatorname{Li}_{5}\left(B_{i}\right),
$$

for some arguments $A_{i}$ and $B_{i}$.
Similarly, we have

$$
I_{4,1}^{-}\left(x, L_{2}\right) \stackrel{\delta}{=} 0 \text { and } I_{4,1}^{-}\left(L_{3}, y\right) \stackrel{\delta}{=} 0
$$

So morally we expect to have

$$
I_{4,1}^{-}\left(x, L_{2}\right) \stackrel{\varpi}{=} \sum_{i} \alpha_{i}^{\prime} \operatorname{Li}_{5}\left(A_{i}^{\prime}\right) \text { and } I_{4,1}^{-}\left(L_{3}, y\right) \stackrel{\amalg}{=} \sum_{i} \beta_{i}^{\prime} \operatorname{Li}_{5}\left(B_{i}^{\prime}\right),
$$

for some other arguments $A_{i}^{\prime}$ and $B_{i}^{\prime}$.

### 7.4.1 Relation to Goncharov's $\Phi_{5}$ element

Proposition 7.4.3. Modulo products, the symbol of $I_{4,1}(x, y)$ be can be expressed as follows.

$$
\begin{aligned}
I_{4,1}(x, y) & \stackrel{\amalg}{=} \\
& -3\left\{\frac{x}{y}\right\}_{5}-\{x\}_{5}-\{y\}_{5}+ \\
& +\left\{\frac{x}{y}\right\}_{4} \otimes \frac{1-x}{1-y}+\{x\}_{4} \otimes(1-y)+\{y\}_{4} \otimes(1-x)+ \\
& -\left(\{1-x\}_{3}+\{1-y\}_{3}-\left\{\frac{1-x}{1-y}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / y}\right\}_{3}\right) \otimes \frac{x}{y} \otimes \frac{x}{y}+ \\
& +\left(\{x\}_{3} \otimes(1-y)-\{y\}_{3} \otimes(1-x)+\left\{\frac{x}{y}\right\}_{3} \otimes \frac{1-x}{1-y}\right) \otimes \frac{x}{y}
\end{aligned}
$$

where we write $\{x\}_{n}$ to mean $-(1-x) \wedge x \otimes x^{n-2}$.

Proof. This is a direct calculation using the Duhr's PolylogTools package PT in Mathematica MA. Alternatively one could do the tedious computation by hand using the operator $\rho_{w}=w \Pi_{w}$ from Section 3.4.1

This should be compared with the element $\widetilde{\phi_{5}}(x, y)$ that Goncharov defines in Gon94. This element lives in the dual of the motivic Lie algebra $L(F) \bullet$, and is defined by

$$
\begin{aligned}
\widetilde{\phi_{5}}(x, y) & :=\phi_{4}\left\{\frac{x}{y}\right\} \otimes \frac{1-x}{1-y}+\phi_{4}\{x\} \otimes(1-y)+\phi_{4}\{y\} \otimes(1-x)+ \\
& +\phi_{4}(x, y) \otimes \frac{x}{y}+ \\
& -\phi_{3}\{x\} \otimes \phi_{2}\{y\}-\phi_{3}\{y\} \otimes \phi_{2}\{x\},
\end{aligned}
$$

According to Goncharov, $\phi_{4}(x, y)$ is some hypothetical element in the $L(F)_{-4}^{\vee}$, which satisfies

$$
\partial \phi_{4}(x, y)=\kappa(x, y)
$$

where

$$
\kappa(x, y):=\phi_{3}\left[-\{1-x\}-\{1-y\}+\left\{\frac{1-x}{1-y}\right\}-\left\{\frac{1-1 / x}{1-1 / y}\right\}\right] \otimes \frac{x}{y}+
$$

$$
\begin{aligned}
& +\phi_{3}\{x\} \otimes(1-y)-\phi_{3}\{y\} \otimes(1-x)+\phi_{3}\left\{\frac{x}{y}\right\} \otimes \frac{1-x}{1-y}+ \\
& -\phi_{2}\{x\} \wedge \phi_{2}\{y\}
\end{aligned}
$$

After some informal identifications, there is a very strong resemblance between $\widetilde{\phi_{5}}(x, y)$, and the symbol of $I_{4,1}(x, y)$ modulo products. The only significant difference comes from the additional $\mathrm{Li}_{5}$ terms $-3\left\{\frac{x}{y}\right\}_{5}-\{x\}_{5}-\{y\}_{5}$ in $I_{4,1}(x, y)$.
This $\widetilde{\phi_{5}}(x, y)$ is then symmetrised to define the Goncharov's real element of interest, $\Phi_{5}(x, y)$, as follows.

$$
\Phi_{5}(x, y):=\frac{1}{2}\left(\widetilde{\phi_{5}}(x, y)-\widetilde{\phi_{5}}\left(x, \frac{1}{y}\right)\right)
$$

This is in much the same way as I symmetrise $I_{4,1}(x, y)$ to obtain $I_{4,1}^{-}(x, y)$.

### 7.4.2 Results

The following result means that restricting to one of the symmetrisations $I_{4,1}^{+}(x, y)$ or $I_{4,1}^{-}(x, y)$ is sufficient. We do not 'lose' any information from the other one.

Proposition 7.4.4. Modulo products, the symmetrisations $I_{4,1}^{+}(x, y)$ and $I_{4,1}^{-}(x, y)$ can be related as follows.

$$
I_{4,1}^{+}(x, y)-I_{4,1}^{-}(y, x) \stackrel{\uplus}{=}-2 \operatorname{Li}_{5}(x y)-\frac{1}{2} \operatorname{Li}_{5}(x)-\frac{1}{2} \operatorname{Li}_{5}(y)
$$

Proof. Writing out the left hand side, we have

$$
\frac{1}{2}\left(I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right)\right)-\frac{1}{2}\left(I_{4,1}(y, x)-I_{4,1}\left(y, \frac{1}{x}\right)\right) .
$$

From Identity 4.2.4 we know that $I_{4,1}(x, y) \stackrel{\amalg}{=} I_{4,1}(y, x)$, so apply this to the third and fourth terms, to get

$$
\begin{aligned}
& \ddot{\omega}\left(I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right)\right)-\frac{1}{2}\left(I_{4,1}(x, y)+I_{4,1}\left(\frac{1}{x}\right), y\right) \\
& \equiv \frac{1}{2}\left(I_{4,1}\left(x, \frac{1}{y}\right)-I_{4,1}\left(\frac{1}{x}, y\right)\right) .
\end{aligned}
$$

Now apply Theorem 6.1.2 in the case $a=4, b=1$, setting $x \mapsto x$ and $y \mapsto \frac{1}{y}$. One obtains

$$
\stackrel{m}{2}\left((-1)^{1}\binom{4+1-1}{4} \operatorname{Li}_{5}\left(\frac{1}{y}\right)-(-1)^{4}\binom{4+1-1}{1} \operatorname{Li}_{5}\left(\frac{x}{1 / y}\right)+(-1)^{5} \operatorname{Li}_{5}(x)\right)
$$

which simplified to the result above.

In certain cases it may be better to use one of the symmetrisations, $I_{4,1}^{+}(x, y)$ rather than $I_{4,1}^{-}(x, y)$. This would allow the global symmetry $y \leftrightarrow \frac{1}{y}$ to manifest on the $\mathrm{Li}_{5}$ terms. But we will end up having to fix one symmetrisation either, $I_{4,1}^{-}$or $I_{4,1}^{+}$, if we want to plug in and compare the results of $\mathrm{Li}_{2}$ and $\mathrm{Li}_{3}$ functional equations. This means the symmetry $y \leftrightarrow \frac{1}{y}$ will have to break, partly, for one of the equations.

In order to match up better with the Goncharov $\Phi_{5}(x, y)$ element, I will use the minus symmetrisation $I_{4,1}^{-}$. This means that the the overall $y \leftrightarrow \frac{1}{y}$ symmetry is obscured when plugging the $\mathrm{Li}_{2}$ algebraic equation into the second argument. But this symmetry will be manifest when plugging the $\mathrm{Li}_{3}$ algebraic equation into the first argument.

### 7.4.2.1 $\mathrm{Li}_{5}$ terms for $I_{4,1}^{-}\left(x\right.$, algebraic $\left.\mathrm{Li}_{2}\right)$

With some insight from the $I_{3,1}(x, y)$ case Gan00 in what arguments to choose, and some amount of searching for good arguments using Radchenko's sage package MESA MESA, I claim the following.

Definition 7.4.5. In what follows $\rho=\rho_{p}$ will refer to the field automorphism $\rho: \mathbb{C}(a, c, p) \rightarrow \mathbb{C}(a, c, p)$ defined by $\rho(a)=c, \rho(c)=a$, and $\rho(p)=\frac{1}{p}$. And Definition 7.3.11 will be used to define $\mathrm{Li}_{n}^{\rho^{-}}$. Here $\rho$ (rho) is a mnemonic for "reciprocal of $p$ ".

Theorem 7.4.6. For $I_{4,1}^{-}$applied to the $\mathrm{Li}_{2}$ algebraic equation, we can find explicit $\mathrm{Li}_{5}$ terms, and give the following identity.

$$
\begin{align*}
& I_{4,1}^{-}\left(x, \sum_{i}\left[p_{i}\right]\right) \stackrel{\Perp}{=} \\
& \quad-\frac{c}{2} \operatorname{Li}_{5}(x)+b \operatorname{Li}_{5}(1-x)+b \operatorname{Li}_{5}\left(1-\frac{1}{x}\right)+  \tag{7.4.5a}\\
& \quad+\mathrm{Li}_{5}^{\rho^{-}}\left(\frac{1}{a b c(c-a))}\left[\frac{t}{g(p, x)}\right]\right)+\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{5}^{\rho^{-}}\left(-\frac{b}{8(c-a)}\left[\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right]+\right.  \tag{7.4.5b}\\
& \left.\quad+\left(\frac{c-a}{4 b}+1\right)\left[x p_{i}\right]+\frac{b}{a}\left(\left[\frac{1}{1-p_{i}}\right]-\left[\frac{1-x}{1-p_{i}}\right]-\left[\frac{1-1 / x}{1-p_{i}}\right]\right)\right) \tag{7.4.5c}
\end{align*}
$$

Proof. The proof of this identity is a long, intricate (although basically straightforward) calculation using the symbol. Including the proof here would detract from the narrative, and so the proof is relegated to Appendix C

Remark 7.4.7. Observe that the left hand side of Theorem 7.4.6 is antisymmetric under $p_{i} \leftrightarrow \frac{1}{p_{i}}$. We therefore expect to see this manifest on the right hand side. This is definitely visible to some extent on the RHS, with an interchange $a \leftrightarrow c$. Roughly this is because, if $p_{i}$ satisfies the equation $x^{a}(1-x)^{b}=t$, then $\frac{1}{p_{i}}$ satisfies the equation $x^{c}(x-1)^{b}=t$, or equivalently $x^{c}(1-x)^{b}=(-1)^{b} t$. Be aware however, that using these roots leads to an equation where ' $a$ ' $<0$, which falls outside the scope of our considerations, and is potentially more problematic for the reasons given in Warning 7.3.1

Further work to understand these identities for all $a, b$ should lead to a more explicitly symmetrical version. In particular, it should disentangle the coefficients involving $c$ and the coefficients involving the number of roots.

In order to make the potential symmetries more apparent above, it is perhaps better to convert this identity for $I_{4,1}^{-}$to the equivalent identity for $I_{4,1}^{+}$. This can be done as follows.

Definition 7.4.8. In what follows $r$ will refer to the field automorphism $r: \mathbb{C}(y) \rightarrow \mathbb{C}(y)$ defined by $r(y)=\frac{1}{y}$. In this definition $r$ is a mnemonic for reciprocal of $y$.
Corollary 7.4.9. For $I_{4,1}^{+}$applied to the $\mathrm{Li}_{2}$ algebraic equation, we can find explicit $\mathrm{Li}_{5}$ terms, and give the following identity.

$$
\begin{aligned}
& I_{4,1}^{+}\left(\sum_{i}\left[p_{i}\right], y\right) \stackrel{山}{=} \operatorname{Li}_{5}^{r}\left(\frac{1}{a b c(c-a)}\left[\frac{t}{g(p, y)}\right]\right)+\operatorname{Li}_{5}^{r}(b[1-y])+ \\
& \quad+\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{5}^{r}\left(-\frac{b}{8(c-a)}\left[\frac{(1-y)^{2} p}{y(1-p)^{2}}\right]+\left(\frac{c-a}{4 b}-1\right)[p y]-\frac{b}{a}\left[\frac{1-y}{1-p}\right]+\right. \\
& \left.\quad+\frac{b}{c}\left[\frac{1-y}{1-1 / p}\right]-\frac{1}{4}[p]+\frac{b}{2 a}\left[\frac{1}{1-p}\right]-\frac{b}{2 d}\left[\frac{1}{1-1 / p}\right]\right)
\end{aligned}
$$

Proof. Using Proposition 7.4.4 with $x=p_{i}$ and summing over $i$, we have that

$$
\begin{equation*}
I_{4,1}^{+}\left(\sum_{i}\left[p_{i}\right], y\right)=I_{4,1}^{-}\left(y, \sum_{i}\left[p_{i}\right]\right)-\sum_{i}\left(2 \operatorname{Li}_{5}\left(p_{i} y\right)+\frac{1}{2} \operatorname{Li}_{5}(x)+\frac{1}{2} \operatorname{Li}_{5}\left(p_{i}\right)\right) \tag{7.4.6}
\end{equation*}
$$

Using the equivalence \#roots $=a+b=-c$, we can cancel $-\frac{c}{2} \operatorname{Li}_{5}(x)$ and $-\sum_{i} \frac{1}{2} \operatorname{Li}_{5}(x)$ in the result. Also the $-\sum_{i} 2 \operatorname{Li}_{5}\left(p_{i} y\right)$ makes the coefficients match in in the $\operatorname{Li}_{5}\left(y p_{i}\right)$ and $\operatorname{Li}_{5}\left(\frac{y}{p_{i}}\right)$ terms.
Then we can match up the terms which differ by $y \leftrightarrow \frac{1}{y}$ and package them into a Li ${ }_{5}^{r}$. Observe that

$$
\frac{(1-1 / y)^{2}}{1 / y}=\frac{(1-y)^{2}}{y}
$$

so $\frac{(1-y)^{2}}{y}$ is invariant under $t \leftrightarrow \frac{1}{y}$. So using this as an argument in $\operatorname{Li}_{5}^{r}$ gives back the original term with multiplicity 2 , and the coefficient only needs to be one-half the original coefficient. A similar observation holds for the $p_{i}$ term. Also notice that $g\left(p, y^{-1}\right)=(1 / y)^{a}(1-1 / y)^{b}=y^{c}(y-1)^{b}$. It is now clear that there is an overall $y \leftrightarrow \frac{1}{y}$ symmetry, and so we get the desired result.

### 7.4.2.2 $\mathrm{Li}_{5}$ terms for $I_{4,1}^{-}\left(\right.$algebraic $\left.\mathrm{Li}_{3}, y\right)$

Now let's consider such $I_{4,1}^{-}$identities arising from the $\mathrm{Li}_{3}$ algebraic equation. Since this $\mathrm{Li}_{3}$ equation has an overall anti-symmetry under $p_{i} \mapsto 1-p_{i}$ and $a \mapsto b$, we should expect this to manifest on the $\mathrm{Li}_{5}$ terms. Indeed this is the case.

Definition 7.4.10. In what follows $\mu=\mu_{p}$ is the field automorphism $\mu: \mathbb{C}(a, b, p) \rightarrow \mathbb{C}(a, b, p)$ defined by $\mu(a)=b, \mu(b)=a$, and $\mu(p)=1-p$. In this $\mu(\mathrm{mu})$ is a mnemonic for "one minus $p$ ".
Also recall the definition of $r$ from Definition 7.4.8
Theorem 7.4.11. For $I_{4,1}^{-}$applied to the $\mathrm{Li}_{3}$ algebraic equation, we can find explicit $\mathrm{Li}_{5}$ terms, and give the following identity.

$$
\begin{align*}
& I_{4,1}^{-}\left(\sum_{i}-\frac{1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right], y\right) \stackrel{\omega}{=} \mathrm{Li}_{5}^{\mu^{-}, r^{-}}\left(\frac{1}{2 b(a b c)(b-a)}\left[\frac{t}{g(p, y)}\right]\right)+  \tag{7.4.7a}\\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{5}^{\mu^{-}, r^{-}}\left(\frac{1}{8(b-a)}\left[\frac{(1-y) y}{(1-p) p}\right]+\frac{1}{4 c}\left[\frac{1-1 / y}{1-1 / p}\right]-\frac{1}{2 b}\left[\frac{p}{1-y}\right]-\frac{a+4 b}{2 b^{2}}\left[\frac{p}{y}\right]\right) \tag{7.4.7b}
\end{align*}
$$

Data. Mathematica verification for $(a, b)$ in $1 \leq a \neq b \leq 7$.

### 7.4.2.3 $\mathrm{Li}_{5}$ functional equation from $I_{4,1}^{-}\left(\right.$algebraic $\mathrm{Li}_{3}$, algebraic $\mathrm{Li}_{2}$ )

In order to obtain the most general possible function equation from these theorems, we should use the roots $p_{i}$ and $q_{j}$ of two different polynomials. To that end, make the following definition.

Definition 7.4.12. Let $q_{j}$ be the roots of $x^{d}\left(1-x^{e}\right)=u$, where $d, e \in \mathbb{Z}_{>0}$, and set $f=-d-e$. Moreover, define the polynomial $h(\beta, y)$ for $\beta=q, \frac{1}{q}, 1-q, \frac{1}{1-q}, \frac{q}{q-1}, \frac{q-1}{q}$ by analogy with Definition 7.3.10

The resulting functional equation will retain (for the most part) a $p \leftrightarrow 1-p, a \leftrightarrow b$ antisymmetry, and a $q \leftrightarrow \frac{1}{q}, d \leftrightarrow f$ antisymmetry. So make the following definition.

Definition 7.4.13. In what follows $\rho_{q}$ is the field automorphism $\rho_{q}: \mathbb{C}(d, f, q) \rightarrow \mathbb{C}(d, f, q)$ defined by $\rho_{q}(d)=f, \rho_{q}(f)=d$ and $\rho_{q}(q)=\frac{1}{q}$. This is the $q$-version of $\rho=\rho_{p}$ from Definition 7.4.5. We also write $\mu_{p}$ for emphasis that $\mu$ is the $p$-version.

Corollary 7.4.14. The following functional equation for $\mathrm{Li}_{5}$ is obtained by expanding out the iterated integral $I_{4,1}^{-}\left(\sum_{i} \frac{-1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right], \sum_{j}\left[q_{j}\right]\right)$ in two different ways.

$$
\begin{aligned}
& \sum_{q \in\left\{q_{j}\right\}} \mathrm{Li}_{5}^{\mu_{p}^{-}, \rho_{q}^{-}}\left(\frac{-1}{2 a b^{2} c(a-b)}\left[\frac{t}{g(p, q)}\right]\right)+\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{5}^{\mu_{5}^{-}, \rho_{q}^{-}}\left(\frac{1}{b d e f(d-f)}\left[\frac{u}{h(q, p)}\right]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \sum_{q \in\left\{q_{i}\right\}} \mathrm{Li}_{5}^{\mu_{p}^{-}, \rho_{q}^{-}}\left(\frac{e}{8 b(2 d+e)}\left[\frac{p(1-q)^{2}}{(1-p)^{2} q}\right]-\frac{d b-4 a e-3 b e}{4 b c f}\left[\frac{p(1-q)}{(1-p) q}\right]+\right. \\
& \left.\quad-\frac{1}{8(a-b)}\left[\frac{(1-p) p}{(1-q) q}\right]+\frac{b d+2 a e}{2 a b d}\left[\frac{1-p}{1-q}\right]+\frac{2 b d+2 a e+5 b e}{4 b^{2} e}[p q]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{5}^{\mu_{p}^{-}}\left(-\frac{a d+a e-2 b e}{2 a b}[p]-\frac{(a-b) e}{2 a b}\left[\frac{p-1}{p}\right]\right)+\sum_{q \in\left\{q_{i}\right\}} \operatorname{Li}_{5}^{\rho_{q}^{-}}\left(-\frac{(a-b) e}{a b d}[1-q]\right) \stackrel{\omega}{=} 0
\end{aligned}
$$

Remark 7.4.15. Unfortunately, I have not yet been able to find the corresponding $\mathrm{Li}_{5}$ terms for

$$
I_{4,1}^{-}(x, 5 \text {-term relation }) \stackrel{?}{\stackrel{?}{\omega}} \sum_{i} \alpha_{i} \operatorname{Li}_{5}\left(A_{i}\right) .
$$

After allowing for potential Nielsen polylogarithms $S_{3,2}\left(B_{i}\right)$, I am still unable to find a reduction

$$
I_{4,1}^{-}(x, 5 \text {-term reltaion }) \stackrel{?}{\ddot{\omega}} \sum_{i} \alpha_{i} \operatorname{Li}_{5}\left(A_{i}\right)+\sum_{j} \beta_{j} S_{3,2}\left(B_{j}\right) .
$$

Even for simpler instances, such as the duplication relation, I am currently unable to find $\mathrm{Li}_{5}$ and/or Nielsen terms.

This situation should perhaps be compared to the situation in weight 4. Gangl gave a reduction of $I_{3,1}$ (algebraic $\left.\mathrm{Li}_{2}, y\right)$ to $\mathrm{Li}_{4}$ terms in Gan00. The reduction of $I_{3,1}$ ( 5 -term relation, $y$ ) to $\mathrm{Li}_{4}$ terms was finally completed in Gan16, and the arguments involved are an order of magnitude more complex than the those in the $I_{3,1}$ (algebraic $\mathrm{Li}_{2}, y$ ) case.

As such, I have thus far been reluctant to try any $\mathrm{Li}_{3}$ functional equation approaching the complexity of Goncharov's 22 -term relation. However I can give an expression for $I_{4,1}^{-}$applied to the 3 -term $\mathrm{Li}_{3}$ relation, to show further results are possible.

### 7.4.2.4 $\quad \mathrm{Li}_{5}$ and Nielsen terms for $I_{4,1}^{-}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$

I can give an expression involving $\mathrm{Li}_{5}$, and Nielsen terms for $I_{4,1}^{-}$applied to the 3 -term $\mathrm{Li}_{3}$ equation.
Definition 7.4.16. Let $t$ be the automorphism $t: \mathbb{C}(x) \rightarrow \mathbb{C}(x)$ defined by $t(x)=1-\frac{1}{x}$. Here $t$ is a mneomonic for "three-term". Recall $r$ from Definition 7.4.8

Theorem 7.4.17. For $I_{4,1}^{-}$applied to the 3-term $\mathrm{Li}_{3}$ functional equation, we can find explicit $\mathrm{Li}_{5}$ and weight 5 Nielsen terms, and give the following identity.

$$
\begin{align*}
I_{4,1}^{-}([x]+ & {\left.\left[1-\frac{1}{x}\right]+\left[\frac{1}{1-x}\right], y\right) \stackrel{ఱ}{=} }  \tag{7.4.8a}\\
\mathrm{Li}_{5}^{t, r^{-}} & \left(\frac{1}{12}\left[\frac{(1-x) x}{(1-y) y}\right]+[x y]-\frac{1}{4}\left[\frac{1-y}{x}\right]-\frac{1}{4}[x(1-y)]+\frac{1}{6}[1-y]\right)+  \tag{7.4.8b}\\
& -\frac{3}{2} \operatorname{Li}_{5}(y)+S_{3,2}(y) \tag{7.4.8c}
\end{align*}
$$

Remark 7.4.18. Notice that all terms except the final two in Equation 7.4.8c exhibit a visible $y \leftrightarrow \frac{1}{y}$ symmetry. The desire to use as few Nielsen polylogarithms as possible breaks the visible symmetry, but we do indeed have the $y \leftrightarrow \frac{1}{y}$ symmetry since

$$
-\frac{3}{2} \operatorname{Li}_{5}(y)+S_{3,2}(y) \stackrel{\omega}{=} \frac{3}{2} \operatorname{Li}_{5}\left(\frac{1}{y}\right)-S_{3,2}\left(\frac{1}{y}\right) .
$$

Heeding this, we could replace the line from Equation 7.4.8c with

$$
\frac{1}{2}\left(S_{3,2}(y)-S_{3,2}\left(\frac{1}{y}\right)\right)
$$

to give an equivalent identity, which retains the visible symmetry.

### 7.4.2.5 $\mathrm{Li}_{5}$ functional equation from $I_{4,1}^{-}\left(3\right.$-term $\mathrm{Li}_{3}$, algebraic $\left.\mathrm{Li}_{2}\right)$

We can combine the 3 -term $\mathrm{Li}_{3}$ and the algebraic $\mathrm{Li}_{2}$ equations to derive a functional equation for $\mathrm{Li}_{5}$. The resulting functional equation retains a $x \mapsto 1-\frac{1}{x}$ symmetry, and a (mostly complete) $p_{i} \leftrightarrow \frac{1}{p_{i}}$ and $a \leftrightarrow c$ antisymmetry. We can make use of $t$ and $\rho_{p}$ defined earlier.

Since the 3 -term $\mathrm{Li}_{3}$ functional equation generates weight 5 Nielsen terms in $I_{4,1}^{-}$, these terms will remain when we expand out $I_{4,1}^{-}$in the two different ways. By moving all the Nielsen terms to the LHS and all $\mathrm{Li}_{5}$ terms to the RHS, we see that the weight 5 Nielsen terms can necessarily be expressed in terms of $\mathrm{Li}_{5}$. But one expects a simpler combination suffices.

In this case we have the following identity.

Proposition 7.4.19. Modulo products, the following identity holds.

$$
\sum_{p \in\left\{p_{i}\right\}} S_{3,2}(p) \stackrel{\uplus}{=} \sum_{p \in\left\{p_{i}\right\}} \frac{b}{a} \operatorname{Li}_{5}(1-p)-\frac{a-b}{b} \operatorname{Li}_{5}(p)+\frac{b}{a+b} \operatorname{Li}_{5}\left(1-\frac{1}{p}\right)
$$

We can now give the following functional equation for $\mathrm{Li}_{5}$.
Corollary 7.4.20. The following functional equation for $\mathrm{Li}_{5}$ is obtained by expanding out the integral $I_{4,1}^{-}$in two different ways, when it is applied to the 3-term $\mathrm{Li}_{3}$ equation in the first slot, and algebraic $\mathrm{Li}_{2}$ equation in the the second slot.

$$
\begin{aligned}
& \mathrm{Li}_{5}^{t, \rho_{p}^{-}}\left(\frac{-1}{a b c(a-c)}\left[\frac{t}{g(p, x)}\right]\right)-\mathrm{Li}_{5}^{t}\left(\frac{5 c+4 a}{2}[x]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{5}^{t, \rho_{p}^{-}}\left(\frac{b}{8(c-a)}\left[\frac{(1-p)^{2} x}{p(1-x)^{2}}\right]-\frac{1}{12}\left[\frac{(1-p) p}{(1-x) x}\right]+\frac{5 a+4 c}{4 b}\left[\frac{x}{1-p}\right]+\right. \\
& \left.+\frac{5 a+4 c}{4 a}[(1-p) x]-\frac{a-c}{4 b}[p x]+\frac{a-c}{12 b}[p]-\frac{5 a+4 c}{6 a}[1-p]\right) \stackrel{\omega}{=} 0
\end{aligned}
$$

Proof. This is obtained by expanding out

$$
I_{4,1}^{-}\left([x]+\left[1-\frac{1}{x}\right]+\left[\frac{1}{1-x}\right], \sum_{i}\left[p_{i}\right]\right)
$$

in two different ways. We can expand out the 3 -term $\mathrm{Li}_{3}$ functional equation in the first slot using Theorem 7.4.17 Or we can expand out the algebraic $\mathrm{Li}_{2}$ equation in the second slot using Theorem 7.4.6 The difference of these two ways of expanding is now guaranteed to vanish modulo products.

It is possible to convert the particular combination of weight 5 Nielsen terms which appears, into $\mathrm{Li}_{5}$ terms using the identity from Proposition 7.6.12 Doing so gives the above functional equation.

### 7.5 General results on symmetrising $I_{n, 1}$

Before continuing to the weight 6 case, it is perhaps useful to state a number of general results about the plus and minus symmetrisations of $I_{n, 1}(x, y)$, and how they relate. The ideas from the weight 5 case on what $I_{4,1}(x, y)$ looks like, modulo $\delta$, and on how $I_{4,1}^{ \pm}(x, y)$ relate, will occur several more times so having a general result is beneficial.

Firstly, we give the following proposition to establish what $I_{n, 1}(x, y)$ looks like, modulo $\delta$.
Proposition 7.5.1. Modulo $\delta$, we have that

$$
I_{n, 1}(x, y) \stackrel{\delta}{=} \sum_{i=2}^{n-1}-(-1)^{i}\{x\}_{i} \wedge\{y\}_{n+1-i}
$$

Proof. We will consider the computation of $\delta$ from the Lie coalgebra point of view, and then reinterpret the result in terms of symbols. We need to compute the reduced coproduct $\Delta I\left(0, x,\{0\}^{n-1}, y, 1\right)$, but can disregard any product terms, or any terms of weight 1 as we are going to $\delta$.

I claim that the only terms in $\Delta$ that contribute to $\delta$ are those where the choice of vertices from $V=\left\{x,\{0\}^{n-1}, y\right\}$ (as in the semicircular polygon interpretation Remark 1.2.2 is given by one of the following sets of positions: $\{1,2,3, \ldots, i\}$, for $2 \leq i \leq n-1$.

First vertex: If the first vertex is at position $>1$, then either it occurs at a 0 , wherein we get $I(0 ; \ldots ; 0)=0$, trivially .

$$
I(\underset{\text { trivially } 0}{(0 ; x, 0, \ldots, 0}, \ldots, 0, y ; 1)
$$

Or it occurs at the $y$, and we get a weight 1 term $I(0, y, 1)$ in the left hand factor of the coproduct because there are no more vertex available to select. That is, we end up with the following vertices in the coproduct:

$$
I(0 ; x, 0, \ldots, 0, \stackrel{\downarrow}{y} ; 1) \rightsquigarrow I(0 ; y ; 1) \otimes I\left(0 ; x,\{0\}^{n} ; y\right) I(y ; 1) .
$$

Therefore the first vertex we select must be position 1 from $V$.
So we have the following selection of vertices so far (not counting the end points)

$$
I(0 ; \stackrel{\downarrow}{x}, 0, \ldots, 0, y ; 1)
$$

Second vertex: Suppose now the second vertex is at position $>2$. Where are the remaining vertices? If there are no further vertices, we have a product already and the result vanishes.

$$
\stackrel{\downarrow}{0} ; \stackrel{\downarrow}{x}, 0, \ldots, \stackrel{\downarrow}{0}, \ldots, 0, \ldots, 0, y ; \stackrel{\downarrow}{1}) \rightsquigarrow I(0 ; x, 0 ; 1) \otimes I(0 ; x) I(x ; 0, \ldots ; 0) I(0 ; \ldots, y ; 1)
$$

If there is another vertex, and there is gap between it and the second vertex, then either the integral it describes is trivially 0 . Or if this integral is non-zero, we again have a product. Either way the result still vanishes.

$$
\begin{aligned}
& I(0 ; \stackrel{\downarrow}{x}, 0, \ldots, \stackrel{\downarrow}{\stackrel{\rightharpoonup}{0}, \ldots, 0, \ldots, \stackrel{\downarrow}{0}} \underset{\text { trivially } 0}{ }, \ldots, 0, y ; 1) \rightsquigarrow 0 \text { or } \\
& I(0 ; \stackrel{\downarrow}{x}, 0, \ldots, \stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0}, \ldots, 0, \stackrel{\downarrow}{y} ; 1) \rightsquigarrow \\
& I(0 ; x, 0, \ldots, 0, y ; 1) \otimes I(0 ; x) \underbrace{I(x ; 0 ; 0) I(0 ; 0) \cdots I(0 ; 0) I(0 ; \ldots, 0 ; y)}_{\text {product, so contributes } 0 \text { to } \delta \text { in } \mathcal{L} .} I(y ; 1)
\end{aligned}
$$

Repeating this argument shows that every position must be selected as vertex, and then we have a weight 1 result, which is ignored.

$$
I(0 ; \stackrel{\downarrow}{x}, 0, \stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0}, \stackrel{\downarrow}{y} ; 1) \rightsquigarrow I(0 ; x, 0, \ldots, 0, y ; 1) \otimes I(0 ; x) I(x ; 0 ; 0) I(0 ; 0) \cdots I(0 ; 0) I(0 ; y) I(y ; 1)
$$

Therefore the second vertex must be place 2 for a non-trivial result.
Subsequence vertices: Suppose that current vertex is labelled by 0 , and there are at least two 0 's following it. If there is a next vertex, we cannot leave any more gaps: we either select another 0 to get $I(0 ; \ldots ; 0)=0$. Or we select $y$ and get $I\left(0 ;\{0\}^{k} ; y\right)=I(0,0 ; y)^{k}$, with $k \geq 2$, which is a product.

If there is only one 0 following it, then we cannot select any further vertices otherwise we have a weight 1 result.

This means we always select a sequence of vertices which looks like the following

$$
I(0 ; \stackrel{\downarrow}{x}, \stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0}, \underbrace{0, \ldots, 0}_{\geq 1 \text { terms }}, y ; 1) .
$$

This is one of the sets $\{1,2, \ldots, i\}$, with $i \leq n-1$, as claimed above.
Expression for $\delta$ : With vertices at positions $\{1,2, \ldots, i\}$ we make the following selection of vertices

$$
I(0 ; \stackrel{\downarrow}{x}, \underbrace{\stackrel{\downarrow}{0}, \ldots, \stackrel{\downarrow}{0}}_{i-1 \text { terms }}, \underbrace{0, \ldots, 0}_{n-i \text { terms }}, y ; 1) .
$$

This gives rise to the following term in $\Delta$

$$
\begin{aligned}
& I\left(0 ; x,\{0\}^{i-1} ; 1\right) \otimes I(0 ; x) I(x ; 0) I(0 ; 0)^{i-2} I\left(0 ;\{0\}^{n-i}, y ; 1\right) \\
& =I\left(0 ; x,\{0\}^{i-1} ; 1\right) \otimes I\left(0 ;\{0\}^{n-i}, y ; 1\right)
\end{aligned}
$$

Thus we obtain the following expression for $\delta\left(I_{n, 1}(x, y)\right)$

$$
\delta\left(I_{n, 1}(x, y)\right)=\sum_{i=2}^{n-1} I\left(0 ; x,\{0\}^{i-1} ; 1\right) \wedge I\left(0 ;\{0\}^{n-i}, y ; 1\right)
$$

We need to make use of the following regularisation (a version of rule $R 2$ from Bro12b, given in Equation 1.2.3 in Section 1.2.3.1 above)

$$
\begin{aligned}
(-1)^{n-i} I(0 ;\{0\}^{n-i}, \overbrace{y}^{m_{1}=1} ; 1) & =\sum_{j_{1}=n-i} I\left(0 ; y,\{0\}^{m_{1}+j_{1}-1} ; 1\right) \\
& =I\left(0 ; y,\{0\}^{n-i} ; 1\right)
\end{aligned}
$$

Doing so means we can write

$$
\delta\left(I_{n, 1}(x, y)\right)=\sum_{i=2}^{n-1}(-1)^{n-i} I\left(0 ; x,\{0\}^{i-1} ; 1\right) \wedge I\left(0 ; y ;\{0\}^{n-i} ; 1\right)
$$

Now recognise that $I\left(0 ; x, 0^{m-1} ; 1\right)=\operatorname{Li}_{m}\left(\frac{1}{x}\right) \stackrel{\amalg}{=}-(-1)^{m} \operatorname{Li}_{m}(x)$, since the factors in $\delta$ are taken modulo products. This means $\delta$ simplifies to

$$
\delta\left(I_{n, 1}(x, y)\right)=\sum_{i=2}^{n-1}-(-1)^{i} \operatorname{Li}_{i}(x) \wedge \operatorname{Li}_{n+1-i}(y)
$$

Reinterpreting this on the level of the symbol, using the shorthand $\{x\}_{i}$ for the symbol of $\operatorname{Li}_{i}(x)$, modulo products, gives the claimed result.

Then we can define generally the plus and minus symmetrisations of $I_{n, 1}$ as follows.
Definition 7.5.2 (Plus, and minus symmetrisations of $\left.I_{n, 1}(x, y)\right)$. The plus and minus symmetrisations of $I_{n, 1}(x, y)$ are defined by

$$
I_{n, 1}^{+}(x, y):=\frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(x, \frac{1}{y}\right)\right)
$$

$$
I_{n, 1}^{-}(x, y):=\frac{1}{2}\left(I_{n, 1}(x, y)-I_{n, 1}\left(x, \frac{1}{y}\right)\right)
$$

From Proposition 7.5.1 we can derive how $I_{n, 1}^{ \pm}(x, y)$ looks modulo $\delta$.

Proposition 7.5.3. Modulo $\delta$, the symmetrisations satisfy

$$
\begin{aligned}
I_{n, 1}^{+}(x, y) \stackrel{\delta}{=}-(-1)^{n} \sum_{\substack{i=2 \\
n+1}}^{n-1}\{x\}_{i} & \wedge\{y\}_{n+1-i} \\
I_{n, 1}^{-}(x, y) \stackrel{\delta}{=}(-1)^{n} \sum_{n+1}^{\sum_{i=2}^{n-1} \underset{i(\bmod 2)}{ }}\{x\}_{i} & \wedge\{y\}_{n+1-i}
\end{aligned}
$$

Proof. In forming either of the symmetrisations, we have to invert $y$. Doing this in the expression for $I_{n, 1}(x, y)$, modulo $\delta$, from Proposition 7.5.1 we obtain

$$
I_{n, 1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=} \sum_{i=2}^{n-1}-(-1)^{i}\{x\}_{i} \wedge\left\{\frac{1}{y}\right\}_{n+1-i} .
$$

Use the inversion relation to say

$$
\left\{\frac{1}{y}\right\}_{n+1-i}=-(-1)^{n+1-i}\{y\}_{n+1-i},
$$

and substitute this in to the previous equation to obtain

$$
I_{n, 1}\left(x, \frac{1}{y}\right) \stackrel{\delta}{=} \sum_{i=2}^{n-1}(-1)^{n+1}\{x\}_{i} \wedge\{y\}_{n+1-i}
$$

Notice the signs in $I_{n, 1}(x, y)$, modulo $\delta$, alternate, but the signs in $I_{n, 1}\left(x, \frac{1}{y}\right)$ do not. Notice also that the signs of the last term, when $i=n-1$ in both equations, are opposite. In the first it is $-(-1)^{i}=(-1)^{n}$, whereas in the second it is $(-1)^{n+1}=-(-1)^{n}$. Adding the expressions for $I_{n, 1}(x, y)$ and $I_{n, 1}\left(x, \frac{1}{y}\right)$ shows that

$$
I_{n, 1}^{+}(x, y)=\sum_{i=2}^{n-1} \frac{\left(-(-1)^{i}+(-1)^{n+1}\right)}{2}\{x\}_{i} \wedge\{y\}_{n+1-i}
$$

The coefficient $\frac{1}{2}\left(-(-1)^{i}+(-1)^{n+1}\right.$ vanishes if $i \equiv n+1(\bmod 2)$, and otherwise is $(-1)^{n+1}$, giving

$$
I_{n, 1}^{+}(x, y)=-(-1)^{n} \sum_{\substack{i=2 \\ i \neq n+1(\bmod 2)}}^{n-1}\{x\}_{i} \wedge\{y\}_{n+1-i}
$$

as claimed.
Subtracting the expression for $I_{n, 1}\left(x, \frac{1}{y}\right)$ from the expression for $I_{n, 1}(x, y)$ shows that

$$
I_{n, 1}^{-}(x, y)=\sum_{i=2}^{n-1} \frac{\left(-(-1)^{i}-(-1)^{n+1}\right)}{2}\{x\}_{i} \wedge\{y\}_{n+1-i} .
$$

This time the coefficient $\frac{1}{2}\left(-(-1)^{i}-(-1)^{n+1}\right)$ vanishes if $i \not \equiv n+1(\bmod 2)$, and otherwise is $-(-1)^{n+1}$,
giving

$$
I_{n, 1}^{+}(x, y)=(-1)^{n} \sum_{\substack{i=2 \\ i \equiv n+1(\bmod 2)}}^{n-1}\{x\}_{i} \wedge\{y\}_{n+1-i}
$$

as also claimed.

Finally, we can relate various combinations of $I_{n, 1}^{+}(x, y), I_{n, 1}^{-}(x, y), I_{n, 1}^{+}(y, x)$ and $I_{n, 1}^{-}(y, x)$ depending on the weight.

Proposition 7.5.4. When the weight is odd (meaning $n$ is even), we can relate $I_{n, 1}^{+}(x, y)$ and $I_{n, 1}^{-}(x, y)$ as follows.

$$
I_{n, 1}^{+}(x, y)-I_{n, 1}^{-}(y, x) \stackrel{\omega}{=}-\frac{n}{2} \operatorname{Li}_{n+1}(x y)-\frac{1}{2} \operatorname{Li}_{n+1}(x)-\frac{1}{2} \operatorname{Li}_{n+1}(y) .
$$

On the other hand, when the weight is even (meaning $n$ is odd), we have the following relations between $I_{n, 1}^{+}(x, y)$ and $I_{n, 1}^{+}(y, x)$, and between $I_{n, 1}^{-}(x, y)$ and $I_{n, 1}^{-}(y, x)$.

$$
\begin{aligned}
I_{n, 1}^{+}(x, y)+I_{n, 1}^{+}(y, x) & \stackrel{\Perp}{\frac{n}{2}} \operatorname{Li}_{n+1}(x y)+\frac{1}{2} \operatorname{Li}_{n+1}(x)+\frac{1}{2} \operatorname{Li}_{n+1}(y) \\
& \stackrel{\omega}{=}-\left(I_{n, 1}^{-}(x, y)+I_{n, 1}^{-}(y, x)\right) .
\end{aligned}
$$

Proof. Odd weight: The odd weight case is a generalisation of Proposition 7.4.4 as follows. Writing out the left hand side, we have

$$
I_{n, 1}^{+}(x, y)-I_{n, 1}^{-}(y, x)=\frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(x, \frac{1}{y}\right)\right)-\frac{1}{2}\left(I_{n, 1}(y, x)-I_{n, 1}\left(y, \frac{1}{x}\right)\right) .
$$

Since $n$ is even, we know from from Proposition 4.2.5 that $I_{n, 1}(x, y) \stackrel{\text { 山 }}{=} I_{n, 1}(y, x)$, so apply this to the third and fourth terms, to get

$$
\begin{aligned}
& \underset{\sim}{\rightleftarrows} \frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(x, \frac{1}{y}\right)\right)-\frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(\frac{1}{x}\right), y\right) \\
& \stackrel{\omega}{2} \frac{1}{2}\left(I_{n, 1}\left(x, \frac{1}{y}\right)-I_{n, 1}\left(\frac{1}{x}, y\right)\right) .
\end{aligned}
$$

Now apply Theorem 6.1.2 in the case $a=n, b=1$ (notice $n$ is even), setting $x \mapsto x$ and $y \mapsto \frac{1}{y}$. One obtains

$$
\stackrel{1}{2}\left((-1)^{1}\left(\begin{array}{r}
n+1-1
\end{array}\right) \operatorname{Li}_{n+1}\left(\frac{1}{y}\right)-(-1)^{n}\left(\begin{array}{r}
n+1-1
\end{array}\right) \operatorname{Li}_{n+1}\left(\frac{x}{1 / y}\right)+(-1)^{n+1} \operatorname{Li}_{n}(x)\right),
$$

which simplified to the result above.
Even weight: The even weight case is only a slight modification of this. First we deal with the claim that

$$
I_{n, 1}^{+}(x, y)+I_{n, 1}^{+}(y, x) \stackrel{\omega}{=}-\left(I_{n, 1}^{-}(x, y)+I_{n, 1}^{-}(y, x)\right) .
$$

Indeed, we have

$$
\left(I_{n, 1}^{+}(x, y)+I_{n, 1}^{+}(y, x)\right)+\left(I_{n, 1}^{-}(x, y)+I_{n, 1}^{-}(y, x)\right)=I_{n, 1}(x, y)+I_{n, 1}(y, x),
$$

by regrouping the terms, first with third, and second with fourth. Then by Proposition 4.2.5, this vanishes modulo products, since $n$ odd means $-(-1)^{n}=1$.

Now how can we write these in terms of polylogs? Writing out the left hand side of the purported identity gives

$$
I_{n, 1}^{+}(x, y)+I_{n, 1}^{+}(y, x)=\frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(x, \frac{1}{y}\right)\right)+\frac{1}{2}\left(I_{n, 1}(y, x)+I_{n, 1}\left(y, \frac{1}{x}\right)\right)
$$

Since $n$ is odd, we know from Proposition 4.2 .5 that $I_{n, 1}(x, y) \stackrel{\text { ש }}{=}-I_{n, 1}(y, x)$, so apply this to the third and fourth terms, to get

$$
\begin{aligned}
\stackrel{\amalg}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(x, \frac{1}{y}\right)\right) & -\frac{1}{2}\left(I_{n, 1}(x, y)+I_{n, 1}\left(\frac{1}{x}, y\right)\right) \\
& \cong \frac{1}{2}\left(I_{n, 1}\left(x, \frac{1}{y}\right)+I_{n, 1}\left(\frac{1}{x}, y\right)\right)
\end{aligned}
$$

Now apply Theorem 6.1.2 in the case $a=n, b=1$ (notice $n$ is odd), setting $x \mapsto x$ and $y \mapsto \frac{1}{y}$. One obtains

$$
\stackrel{\text { щ }}{=} \frac{1}{2}\left((-1)^{1}\binom{n+1-1}{n} \operatorname{Li}_{n+1}\left(\frac{1}{y}\right)-(-1)^{n}\binom{n+1-1}{1} \operatorname{Li}_{n+1}\left(\frac{x}{1 / y}\right)+(-1)^{n+1} \operatorname{Li}_{n}(x)\right)
$$

which simplified to the result above.

## 7.6 $\mathrm{Li}_{6}$ functional equations from Goncharov-motivated $I_{5,1}$ identities

Goncharov only describes how to obtain identities for $\mathrm{Li}_{4}$ and $\mathrm{Li}_{5}$ from such considerations. However, the idea can still be made to work, at least in weight 6 .

From Proposition 7.5.1 the iterated integral $I_{5,1}(x, y)$ satisfies

$$
I_{5,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{4}+\{x\}_{3} \wedge\{y\}_{3}-\{x\}_{4} \wedge\{y\}_{2}
$$

Consider the plus and minus symmetrisations from Definition 7.5.2 From Proposition 7.5.3 we find that, modulo $\delta$, the symmetrisations satisfy

$$
\begin{aligned}
& I_{5,1}^{+}(x, y) \stackrel{\delta}{=}\{x\}_{3} \wedge\{y\}_{3} \\
& I_{5,1}^{-}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{4}-\{x\}_{4} \wedge\{y\}_{2}
\end{aligned}
$$

Therefore, if $L_{3}=\sum a_{i}\left[\xi_{i}\right] \in \operatorname{ker} \delta_{3}$ is a $\operatorname{Li}_{3}$ functional equation, plugging $L_{3}$ into either argument of $I_{5,1}^{+}(x, y)$ gives 0 modulo $\delta$. So we morally expect to be able to write

$$
\begin{aligned}
& I_{5,1}^{+}\left(L_{3}, y\right)=\sum_{i} \alpha_{i} \operatorname{Li}_{6}\left(A_{i}\right) \\
& I_{5,1}^{+}\left(x, L_{3}\right)=\sum_{i} \beta_{i} \operatorname{Li}_{6}\left(B_{i}\right)
\end{aligned}
$$

for some arguments $A_{i}, B_{i}$. Notice though, that the story is no longer quite so simple for $I_{5,1}^{-}$, since $x$ appears as both $\{x\}_{2}$ and $\{x\}_{4}$. We will consider in Section 7.6 .3 how one can proceed in this case. Moreover, from Proposition 7.5.4 we have the following relations

$$
\begin{aligned}
& I_{5,1}^{+}(x, y)+I_{5,1}^{+}(y, x) \stackrel{\varpi}{=} \frac{5}{2} \operatorname{Li}_{6}(x y)+\frac{1}{2} \operatorname{Li}_{6}(x)+\frac{1}{2} \operatorname{Li}_{6}(y) \\
& I_{5,1}^{-}(x, y)+I_{5,1}^{-}(y, x) \stackrel{\varpi}{=}-\frac{5}{2} \operatorname{Li}_{6}(x y)-\frac{1}{2} \operatorname{Li}_{6}(x)-\frac{1}{2} \operatorname{Li}_{6}(y)
\end{aligned}
$$

This means that plugging a functional equation into one of the slots of $I_{5,1}^{+}$is sufficient. We can derive the result for the other slot automatically. Similarly, plugging something into one of the slots of $I_{5,1}^{-}$is also sufficient because we can derive the corresponding result for the other slot automatically.

### 7.6.1 $\mathrm{Li}_{6}$ terms for $I_{5,1}^{+}\left(\right.$algebraic $\left.\mathrm{Li}_{3}, y\right)$

We can find $\mathrm{Li}_{6}$ terms for $I_{5,1}^{+}$applied to the algebraic $\mathrm{Li}_{3}$ equation. Recalling $\mu=\mu_{p}$ from Definition 7.4.10, and $r$ from Definition 7.4.8 we have the following.

Theorem 7.6.1. For $I_{5,1}^{+}$applied to the $\mathrm{Li}_{3}$ algebraic equation, we can find explicit $\mathrm{Li}_{6}$ terms, and give the following identity.

$$
\begin{align*}
& I_{5,1}^{+}\left(\sum_{i}-\frac{1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right], y\right) \stackrel{\text { ש }}{=} \operatorname{Li}_{6}^{\mu^{-}, r}\left(\frac{-1}{b(a b c)(b-a)(2 a+b)}\left[\frac{t}{g(p, y)}\right]\right)+  \tag{7.6.1a}\\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{6}^{\mu^{-}, r}\left(\frac{1}{12(b-a)}\left[\frac{(1-y) y}{(1-p) p}\right]-\frac{1}{24(2 a+b)}\left[\frac{p(1-y)^{2}}{(1-p)^{2} y}\right]-\frac{1}{2 c}\left[\frac{1-1 / y}{1-1 / p}\right]+\right.  \tag{7.6.1b}\\
& \left.+\frac{1}{b}\left[\frac{p}{1-y}\right]+\frac{2 a+9 b}{4 b^{2}}\left[\frac{p}{y}\right]-\frac{1}{4 a}\left[\frac{1}{1-p}\right]-\frac{1}{4 c}\left[1-\frac{1}{p}\right]\right) \tag{7.6.1c}
\end{align*}
$$

Data. Mathematica verification for $(a, b)$ in $1 \leq a \neq b \leq 5$.

### 7.6.2 $\mathrm{Li}_{6}$ functional equation from $I_{5,1}^{+}\left(\right.$algebraic $\mathrm{Li}_{3}$, algebraic $\left.\mathrm{Li}_{3}\right)$

We can immediately find the corresponding $\mathrm{Li}_{6}$ terms for $I_{5,1}^{+}$applied to the $\mathrm{Li}_{3}$ algebraic equation in the other slot. The resulting functional equation retains an antisymemtry under $p \leftrightarrow 1-p, a \leftrightarrow b$, and under $q \leftrightarrow 1-q, d \leftrightarrow e$. So make the following definition

Definition 7.6.2. The automorphism $\mu_{q}: \mathbb{C}(d, e, q) \rightarrow \mathbb{C}(d, e, f)$ is defined by $\mu_{q}(d)=e, \mu_{q}(e)=d$ and $\mu_{q}(q)=1-q$. This is the $q$-version of $\mu$ from Definition 7.4.10.

Now we have the following corollary
Corollary 7.6.3. The following functional equation for $\mathrm{Li}_{6}$ is obtained by expanding out the iterated integral $I_{5,1}^{+}\left(\sum_{i} \frac{1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right], \sum_{j} \frac{1}{d}\left[1-q_{j}\right]+\frac{1}{e}\left[q_{j}\right]\right)$ in two different ways.

$$
\sum_{q \in\left\{q_{j}\right\}} \operatorname{Li}_{6}^{\mu_{p}^{-}, \mu_{q}^{-}}\left(\frac{-1}{a^{2} b c(a-b)(b-c) d}\left[\frac{t}{g(p, q)}\right]+\frac{1}{a b^{2} c(a-b)(a-c) e}\left[\frac{t}{g\left(\frac{1}{p}, q\right)}\right]\right)+
$$

$$
\begin{aligned}
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{6}^{\mu_{p}^{-}, \mu_{q}^{-}}\left(\frac{1}{b d e^{2} f(d-e)(d-f)}\left[\frac{u}{h(q, p)}\right]+\frac{1}{b d e^{2} f(d-e)(d-f)}\left[\frac{u}{h\left(\frac{1}{q}, p\right)}\right]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \sum_{q \in\left\{q_{i}\right\}} \operatorname{Li}_{6}^{\mu_{p}^{-}, \mu_{q}^{-}}\left(\frac{(a e-b d)(a d-b e)}{24 a b(a-b) d e(d-e)}\left[\frac{(1-p) p}{(1-q) q}\right]+\frac{(a e-d b)(a d+b e)}{4 a b c d e f}\left[\frac{p(1-q)}{(1-p) q}\right]+\right. \\
& +\frac{a e-d b}{6 b(a-c) e(d-f)}\left[\frac{p(1-q)^{2}}{(1-p)^{2} q}\right]-\frac{1}{12 b(d-e)}\left[\frac{p-1}{p^{2}(1-q) q}\right]-\frac{1}{12(a-b) e}\left[\frac{q-1}{(1-p) p q^{2}}\right]+ \\
& +\frac{b d+2 c e}{2 b c d e}\left[\frac{p-1}{p(1-q)}\right]-\frac{b d+2 a f}{2 a b d f}\left[\frac{p(q-1)}{q}\right]+\frac{(a e-b d)(a d-2 b e)}{2 a b^{2} d e^{2}}\left[\frac{p}{q}\right]+\frac{b d+a e+4 b e}{2 b^{2} e^{2}}[p q]+ \\
& \left.-\frac{a-b}{2 a b e}[q]-\frac{a-b}{4 a b f}\left[\frac{q-1}{q}\right]-\frac{d-e}{2 b d e}[p]-\frac{d-e}{4 c d e}\left[\frac{p-1}{p}\right]\right) \underset{=}{\omega}
\end{aligned}
$$

### 7.6.3 $\mathrm{Li}_{6}$ terms for $I_{5,1}^{-}\left(\right.$algebraic $\left.\mathrm{Li}_{4}, y\right)$

Also notice that we can do something with the other symmetrisation, using the algebraic $\mathrm{Li}_{4}$ equation This $\mathrm{Li}_{4}$ functional equation is a linear combination of several $\mathrm{Li}_{2}$ functional equations, so remains a $\mathrm{Li}_{2}$ functional equation. One might want to refer to it as a $\mathrm{Li}_{2}+\mathrm{Li}_{4}$ functional equation. Plugging this algebraic $\operatorname{Li}_{4}$ functional equation into either slot of $I_{5,1}^{-}(x, y)$, gives 0 modulo $\delta$. We therefore expect to write the result as $\mathrm{Li}_{6}$ terms.

Moreover, the algebraic $\mathrm{Li}_{4}$ equation is symmetric under $b \mapsto c \mapsto a$, and $p_{i} \mapsto 1-\frac{1}{p_{i}} \mapsto \frac{1}{1-p_{i}}$, so we expect this symmetry to be reflected in the $\mathrm{Li}_{6}$ terms. This does for the most part hold, but problems again occur because (for example) $\frac{1}{1-p_{i}}$ is a root of $x^{c}(1-x)^{a}=(-1)^{a} t$, so that this equation has ' $a$ ' $<0$. Again, this is outside the current considerations, and is potentially more problematic for the reasons given in Warning 7.3.1 Nevertheless, we have the following.

Definition 7.6.4. The field automorphism $\tau=\tau_{p}$, is defined by $\tau: \mathbb{C}(a, b, c, p) \rightarrow \mathbb{C}(a, b, c, p)$ where $a^{\tau}=b, b^{\tau}=c, c^{\tau}=a$ and $p^{\tau}=1-\frac{1}{p}$. In this definition $\tau$ (tau) is a mnemonic for the "three-fold symmerisation" that occurs in the $\mathrm{Li}_{4}$ algebraic equation.

Also recall $r$ from Definition 7.4.8

Theorem 7.6.5. For $I_{5,1}^{-}$applied to the $\mathrm{Li}_{4}$ algebraic equation we can find explicit $\mathrm{Li}_{6}$ terms, and give the following identity.

$$
\begin{align*}
I_{5,1}^{-}\left(\frac{1}{a}[ \right. & \left.\left.\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{c}\left[1-\frac{1}{p_{i}}\right], y\right) \stackrel{\amalg}{=} \operatorname{Li}_{6}^{\tau, r^{-}}\left(\frac{1}{2 a b^{2} d(a-b)(a+2 b)}\left[\frac{t}{g(p, y)}\right]\right)+  \tag{7.6.2}\\
& +\left(1-\frac{b^{2}}{a c}\right) \operatorname{Li}_{6}(y)+\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{6}^{\tau, r^{-}}\left(-\frac{1}{12(a-b)}\left[\frac{(1-y) y}{(1-p) p}\right]+\right.  \tag{7.6.3}\\
& \left.-\frac{a+3 b}{2 b^{2}}[p y]+\frac{1}{4 b}\left[\frac{p}{1-y}\right]+\frac{1}{4 b}[p(1-y)]\right) \tag{7.6.4}
\end{align*}
$$

Data. Mathematica verification for $(a, b)$ in $1 \leq a \neq b \leq 5$.

### 7.6.4 $\mathrm{Li}_{6}$ functional equation from $I_{5,1}^{-}\left(\right.$algebraic $\mathrm{Li}_{4}$, algebraic $\left.\mathrm{Li}_{4}\right)$

We can immediately find the corresponding $\mathrm{Li}_{6}$ terms for $I_{5,1}^{-}$applied to the $\mathrm{Li}_{4}$ algebraic equation in the other slot, and use this to find $\mathrm{Li}_{6}$ functional equation. This functional equation retains (mostly) a 3-fold symmetry under $p \mapsto 1-\frac{1}{q}$, with $a \mapsto b \mapsto c \mapsto a$, and a 3-fold symmetry under $q \mapsto 1-\frac{1}{q}$, with $d \mapsto e \mapsto f \mapsto d$. To capture this, make the following definition

Definition 7.6.6. The field automorphism $\tau_{q}$ is defined by $\tau_{q}: \mathbb{C}(d, e, f, q) \rightarrow \mathbb{C}(d, e, f, q)$, where $\tau_{q}(q)=1-\frac{1}{q}, \tau_{q}(d)=e, \tau_{q}(e)=f$ and $\tau_{q}(f)=d$. This is the $q$-version of Definition 7.6.4 above.

Then we have the following corollary.

Corollary 7.6.7. The following functional equation for $\mathrm{Li}_{6}$ arises by expanding out the iterated integral $I_{5,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{c}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{d}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{e}\left[q_{j}\right]+\frac{1}{f}\left[1-\frac{1}{q_{j}}\right]\right)$ in two different ways.

$$
\begin{aligned}
& \sum_{q \in\left\{q_{j}\right\}} \operatorname{Li}_{6}^{\tau_{p}, \tau_{q}}\left(-\frac{1}{2 a^{2} b c(a-d)(a-c) d}\left[\frac{t}{g(p, q)}\right]-\frac{1}{2 a b^{2} c(a-d)(b-c) d}\left[\frac{t}{g(p, 1-q)}\right]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{6}^{\tau_{p}, \tau_{q}}\left(-\frac{1}{2 c d e f^{2}(d-f)(e-f)}\left[\frac{u}{h(q, p)}\right]+\frac{1}{2 c d e f^{2}(d-f)(e-f)}\left[\frac{u}{h(q, 1-p)}\right]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \sum_{q \in\left\{q_{I}\right\}} \mathrm{Li}_{6}^{\tau_{p}, \tau_{q}}\left(\frac{(b d-a e)(a d-b e)}{12 a b(a-b) d e(d-e)}\left[\frac{(1-p) p}{(1-q) q}\right]+\left(\frac{b^{3}+2 c^{3}}{4 a b^{2} c e}-\frac{e^{3}+2 f^{3}}{4 b d e^{2} f}\right)\left[\frac{p}{q}\right]+\right. \\
& \left.+\left(\frac{2 a^{3}+b^{3}}{4 a b^{2} c e}+\frac{2 d^{3}+e^{3}}{4 b d e^{2} f}-\frac{3}{2 b e}\right)[p q]-\frac{a^{2}+a b+b^{2}}{6 a b c e}[q]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{6}^{\tau_{p}}\left(-\frac{d^{3}-e^{3}}{2 b d e f}[p]\right)+\sum_{q \in\left\{q_{j}\right\}} \mathrm{Li}_{6}^{\tau_{q}}\left(\frac{a^{2}+a b+b^{2}}{a c e}[q]\right) \stackrel{m}{=0}
\end{aligned}
$$

### 7.6.5 $\quad \mathrm{Li}_{6}$ and Nielsen terms for $I_{5,1}^{+}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$

Like previously, we can also find an expression for $I_{5,1}^{+}$applied to the 3-term $\mathrm{Li}_{3}$ relation in terms of $\mathrm{Li}_{6}$ and Nielson polylogarithms.

Recalling $t$ from Definition 7.4.16, and $r$ from Definition 7.4.8, we have the following.

Theorem 7.6.8. For $I_{5,1}^{+}$applied to the 3-term $\mathrm{Li}_{3}$ functional equation, we can find explicit $\mathrm{Li}_{6}$ and weight 6 Nielsen terms, and give the following identity.

$$
\begin{align*}
I_{5,1}^{+} & \left([x]+\left[1-\frac{1}{x}\right]+\left[\frac{1}{1-x}\right], y\right) \stackrel{\omega}{=} \mathrm{Li}_{6}^{t, r}\left(\frac{1}{36}\left[\frac{x(1-y)^{2}}{(1-x)^{2} y}\right]-\frac{1}{9}\left[\frac{(1-x) x}{(1-y) y}\right]+\right.  \tag{7.6.5a}\\
& \left.+\left[\frac{x}{1-y}\right]-[x(1-y)]-\frac{5}{2}[(1-x) y]+\frac{1}{2}[x]+\frac{2}{3}[1-y]\right)  \tag{7.6.5b}\\
& -4 \operatorname{Li}_{6}(y)+2 S_{4,2}(y) . \tag{7.6.5c}
\end{align*}
$$

Remark 7.6.9. Notice, as before, that all terms except the final two in Equation 7.6 .5 c exhibit a visible $y \leftrightarrow \frac{1}{y}$ symmetry. The desire to use as few Nielsen polylogarithms as possible breaks the visible
symmetry, but we do indeed have the $y \leftrightarrow \frac{1}{y}$ symmetry since

$$
-4 \operatorname{Li}_{6}(y)+2 S_{4,2}(y) \stackrel{\varpi}{=}-4 \operatorname{Li}_{6}\left(\frac{1}{y}\right)+2 S_{4,2}\left(\frac{1}{y}\right)
$$

So, we could replace the line from Equation 7.6.5c with

$$
S_{4,2}(y)+S_{4,2}\left(\frac{1}{y}\right)
$$

to give an equivalent identity, which retains the visible symmetry.

As it stands, the expression for $I_{5,1}^{+}$of the 3 -term $\mathrm{Li}_{3}$ functional equation is perhaps too symmetric, in the sense that when $I_{5,1}^{+}\left(3\right.$-term $\mathrm{Li}_{3}, 3$-term $\left.\mathrm{Li}_{3}\right)$ is converted to a functional equation for $\mathrm{Li}_{6}$, most terms cancel. Specifically the remaining terms lead to the following.

Proposition 7.6.10. Modulo products, the following identity holds.

$$
-2 \operatorname{Li}_{6}\left(\frac{1}{1-x}\right)-2 \operatorname{Li}_{6}(x)-2 \operatorname{Li}_{6}\left(1-\frac{1}{x}\right)+S_{4,2}(x)+S_{4,2}\left(\frac{1}{1-x}\right)+S_{4,2}\left(1-\frac{1}{x}\right) \stackrel{\amalg}{=} 0
$$

This is still a potentially interesting result in that it gives us an expression for a certain combination of weight 6 Nielsen polylogarithms in terms of ordinary $\mathrm{Li}_{6}$ 's.

### 7.6.6 $\mathrm{Li}_{6}$ functional equation from $I_{5,1}^{+}\left(\right.$algebraic $\mathrm{Li}_{3}$, 3-term $\mathrm{Li}_{3}$ )

Instead, if we combine this 3 -term $L i=3_{3}$ functional equation with the algebraic $\mathrm{Li}_{3}$ functional equation, we obtain a non-trivial $\mathrm{Li}_{6}$ functional equation from $I_{5,1}^{+}\left(\right.$algebraic $\mathrm{Li}_{3}, 3$-term $\left.\mathrm{Li}_{3}\right)$. This functional equation retains the $y \rightarrow 1-\frac{1}{y}$ symmetry, and the $p \leftrightarrow 1-p, a \leftrightarrow b$ antisymmetry. Since the $\mathrm{Li}_{3}$ 3 -term is now in the second slot, we need to make $t$ act on $y$ instead of $x$, so make the following definition.

Definition 7.6.11. The automorphism $s: \mathbb{C}(y) \rightarrow \mathbb{C}(y)$ is defined by $s(y)=1-\frac{1}{y}$. This is like Definition 7.4.16, but $t$ now acts on $y$ instead of $x$.

In order to get a functional equation for $\mathrm{Li}_{6}$ we need to convert the Nielsen terms to $\mathrm{Li}_{6}$ terms. The following proposition does this.

Proposition 7.6.12. Modulo products, the following identity holds, relating.

$$
\begin{aligned}
& \sum_{p \in\left\{p_{i}\right\}}-\frac{1}{a} S_{4,2}(1-p)+\frac{1}{b} S_{4,2}(p) \stackrel{\amalg}{=} \\
& \sum_{p \in\left\{p_{i}\right\}} \frac{b-a}{a^{2}} \operatorname{Li}_{6}(1-p)-\frac{a-b}{b^{2}} \operatorname{Li}_{6}(p)-\frac{1}{a+b} \operatorname{Li}_{6}\left(1-\frac{1}{p}\right) .
\end{aligned}
$$

Finally we can give the following $\mathrm{Li}_{6}$ functional equation.
Corollary 7.6.13. The following functional equation for $\mathrm{Li}_{6}$ is obtained by expanding out the integral $I_{5,1}^{+}$in two different ways, when it is applied to the algebraic $\mathrm{Li}_{3}$ equation in the the first slot, and the

3-term $\mathrm{Li}_{3}$ equation in the second slot.

$$
\begin{aligned}
& \mathrm{Li}_{6}^{\mu_{p}^{-}, s}\left(\frac{-1}{(a-b)(a+b)(2 a+b)(a+2 b)}\left[\frac{t}{g(p, y)}\right]\right)+ \\
& +\sum_{p \in\left\{p_{i}\right\}} \mathrm{Li}_{6}^{\mu_{p}^{-}, s}\left(\frac{a b}{36(a-b)}\left[\frac{(1-p) p}{(1-y) y}\right]-\frac{a b}{18(a+2 b)}\left[\frac{p^{2}(1-y)}{(1-p) y^{2}}\right]+\frac{a b}{2(a+b)}\left[\frac{p y}{p-1}\right]+\right. \\
& \left.+\frac{1}{2 a}[p y]+\frac{1}{2 a}\left[\frac{p}{y}\right]+\frac{a b}{6(a+b)}\left[\frac{p-1}{p}\right]\right) \stackrel{ఱ}{=} 0
\end{aligned}
$$

Proof. This is obtained by expanding out

$$
I_{5,1}^{+}\left(\sum_{i} \frac{-1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right],[y]+\left[1-\frac{1}{y}\right]+\left[\frac{1}{1-y}\right]\right)
$$

in two different ways. We can expand out the algebraic $L i=3_{3}$ functional equation in the first slot using Theorem 7.6.1 Or we can expand out the 3 -term $\mathrm{Li}_{3}$ equation in the second slot using Theorem 7.6.8 and the $I_{5,1}^{+}$version of Proposition 7.5.4 The difference of these two ways of expanding is now guaranteed to vanish modulo products.

It is possible to convert the particular combination of weight 6 Nielsen terms which appears to $\mathrm{Li}_{6}$ terms using the identity from Proposition 7.6.12 After doing this, a common factor of

$$
\frac{a^{2}+4 a b+b^{2}}{a^{2} b^{2}}
$$

can be cancelled from every term. This results in the desired functional equation.

### 7.7 Goncharov-motivated $I_{6,1}$ identities

At this point things start to break down, although I can suggest some possible approaches which might be able to make something work. From Proposition 7.5.1, the iterated integral $I_{6,1}(x, y)$ satisfies

$$
I_{6,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{5}+\{x\}_{3} \wedge\{y\}_{4}-\{x\}_{4} \wedge\{y\}_{3}+\{x\}_{5} \wedge\{y\}_{2}
$$

We can consider the plus and minus symmetrisations from Definition 7.5.2, and their behaviour modulo $\delta$. From Proposition 7.5.3 we obtain modulo $\delta$, the symmetrisations satisfy

$$
\begin{aligned}
& I_{6,1}^{+}(x, y):=\frac{1}{2}\left(I_{6,1}(x, y)+I_{6,1}\left(x, \frac{1}{y}\right)\right) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{5}-\{x\}_{4} \wedge\{y\}_{3} \\
& I_{6,1}^{-}(x, y):=\frac{1}{2}\left(I_{6,1}(x, y)-I_{6,1}\left(x, \frac{1}{y}\right)\right) \stackrel{\delta}{=}\{x\}_{3} \wedge\{y\}_{4}+\{x\}_{5} \wedge\{y\}_{2}
\end{aligned}
$$

The following result from Proposition 7.5.4 relating $I_{6,1}^{+}(x, y)$ and $I_{6,1}^{-}(y, x)$ modulo products, means that we can restrict attention to one of the symmetrisations only. We have

$$
I_{6,1}^{+}(x, y)-I_{6,1}^{-}(y, x) \stackrel{\amalg}{=}-3 \mathrm{Li}_{7}(x y)-\frac{1}{2} \mathrm{Li}_{7}(x)-\frac{1}{2} \mathrm{Li}_{7}(y)
$$

Unfortunately, in neither of the symmetrisations do we find the variable $x$, or the variable $y$ isolated to a single weight Bloch group term. Consequently, we can't guarantee vanishing modulo $\delta$ just by
plugging in a 'simple' $L_{i}$ functional equation. All is not lost though as I can suggest two potential approaches.

### 7.7.1 $\mathrm{Li}_{n}+\mathrm{Li}_{m}$ functional equations

As has already been observed, the algebraic $\mathrm{Li}_{4}$ functional equation is also a $\mathrm{Li}_{2}$ functional equation, so might be called a $\mathrm{Li}_{4}+\mathrm{Li}_{2}$ equation. If we substitute this into the first argument of $I_{6,1}^{+}(x, y)$, and look modulo $\delta$, the factors $\{x\}_{2}$ and $\{x\}_{4}$ both vanish. We therefore expect

$$
I_{6,1}^{+}\left(\frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{c}\left[1-\frac{1}{p_{i}}\right], y\right) \stackrel{m}{=} \sum_{i} \alpha_{i} \operatorname{Li}_{7}\left(A_{i}\right)
$$

Indeed this is the case, as will be shown below.
If there also exists a (non-trivial) $\mathrm{Li}_{3}+\mathrm{Li}_{5}$ functional equation, we could play the same game with the second argument of $I_{6,1}^{+}(x, y)$, to make the result vanish modulo $\delta$. $\mathrm{A}^{\mathrm{A}} \mathrm{Li}_{3}+\mathrm{Li}_{5}$ functional equation will make the factor $\{y\}_{3}$ and $\{y\}_{5}$ both vanish. Then one could expand out $I_{6,1}^{+}(x, y)$ in two different ways to obtain a functional equation for $\mathrm{Li}_{7}$ - indeed a family of functional equations, because the $\mathrm{Li}_{2}+\mathrm{Li}_{4}$ algebraic equation is itself a family of functional equations.

I am hopeful that such a (non-trivial) $\mathrm{Li}_{3}+\mathrm{Li}_{5}$ functional equation exists, although it is probably rather complicated. Certainly $[y]-\left[\frac{1}{y}\right]$ is an example of a $\mathrm{Li}_{3}+\mathrm{Li}_{5}$ functional equation. Unfortunately it is not useful for our purposes. It makes $I_{6,1}^{+}(x, y)$ vanish identically because we have already symmetrised over $[y]+\left[\frac{1}{y}\right]$. Nevertheless, it shows that such functional equations may in principal exist.

### 7.7.2 Further symmetrisation

Another approach is to further symmetrise the integral $I_{6,1}^{-}$, in an effort to isolate the variables. For example, we can make the $\{y\}_{2}$ term vanish using the $\operatorname{Li}_{2}$ functional equation $[y]+[1-y]$. Since $[y]+[1-y]$ is not $\operatorname{Li}_{4}$ functional equation, the term $\{y\}_{4}$ does not vanish. Indeed could make the following definition.

Definition 7.7.1 (2-term symmetrisation $\left.\widehat{I_{6,1}^{-}}\right)$. The 2-term symmetrisation of $I_{6,1}^{-}(x, y)$ is defined to be

$$
\widehat{I_{6,1}^{-}}(x, y):=I_{6,1}^{-}(x, y)+I_{6,1}^{-}(x, 1-y)
$$

From this we obtain the following proposition
Proposition 7.7.2. Modulo $\delta$, the 2-term symmetrisation satisfies

$$
\widehat{I_{6,1}^{-}}(x, y)=I_{6,1}^{-}(x,[y]+[1-y]) \stackrel{\delta}{=}\{x\}_{3} \wedge\{y\}_{4}+\{x\}_{3} \wedge\{1-y\}_{4} .
$$

So we see that modulo $\delta$, the $x$ argument of $\widehat{I_{6,1}^{-}}(x, y)$ only occurs in the weight 3 Bloch group. By substituting any $\mathrm{Li}_{3}$ functional equation for $x$, we can guarantee the result vanishes modulo $\delta$. We
therefore expect the result to be expressible in terms of $\mathrm{Li}_{7}$ 's. Indeed this is the case for the algebraic $\mathrm{Li}_{3}$ functional equation, as given below.

If there now also exists a functional equation for $\mathrm{Li}_{4}(y)+\mathrm{Li}_{4}(1-y)$, we can substitute this in for the $y$ argument, to make the result vanish modulo $\delta$. To clarify, I would like to find arguments $A_{i}$, and coefficients $\alpha_{i}$ such that

$$
\sum_{i} \alpha_{i}\left(\operatorname{Li}_{4}\left(A_{i}\right)+\operatorname{Li}_{4}\left(1-A_{i}\right)\right) \stackrel{\amalg}{=} 0
$$

Given this, we then can play the same game as always: by expanding out $\widehat{I_{6,1}^{-}}(x, y)$ in two different ways we would again obtain a family of functional equations for $\mathrm{Li}_{7}$. I am hopeful that such a $\mathrm{Li}_{4}(y)+\mathrm{Li}_{4}(1-y)$ functional equations exists, although I cannot give even a trivial example.

### 7.7.3 Results

### 7.7.3.1 $\mathrm{Li}_{7}$ terms for $I_{6,1}^{+}\left(\right.$algebraic $\left.\mathrm{Li}_{4}, y\right)$

Recalling $\tau$ from Definition 7.6.4 and $r$ from Definition 7.4.8, we have the following.
Theorem 7.7.3. Then for $I_{6,1}^{+}$applied to the $\mathrm{Li}_{4}$ algebraic equation we can find explicit $\mathrm{Li}_{7}$ terms, and give the following identity.

$$
\begin{align*}
I_{6,1}^{+} & \left(\frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], y\right) \stackrel{\amalg}{=}  \tag{7.7.1}\\
& \mathrm{Li}_{7}^{\tau, r^{-}}\left(\frac{1}{a b^{2} c(b-a)(a+2 b)(2 a+b)}\left[\frac{t}{g(p, y)}\right]\right)+\frac{c^{2}-a b}{a c} \mathrm{Li}_{7}(y)+  \tag{7.7.2}\\
& +\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{7}^{\tau, r^{-}}\left(\frac{1}{18(b-a)}\left[\frac{(1-y) y}{(1-p) p}\right]-\frac{1}{72(2 a+b)}\left[\frac{(1-p)^{2} y}{p(1-y)^{2}}\right]+\right.  \tag{7.7.3}\\
& \left.-\frac{2 a+7 b}{4 b^{2}}[p y]-\frac{1}{2 b}\left[\frac{p}{1-y}\right]+\frac{1}{2 b}[p(1-y)]-\frac{1}{4 b}[p]\right) \tag{7.7.4}
\end{align*}
$$

Data. Mathematica verification for $(a, b)$ equal to $(1,2),(1,3),(1,4),(2,1)$ and $(2,3)$

### 7.7.3.2 $\mathrm{Li}_{7}$ terms for $\widehat{I_{6,1}^{-}}\left(\right.$algebraic $\left.\mathrm{Li}_{3}, y\right)$

Notice that $\widehat{I_{6,1}^{-}}(x, y)$ is only symmetric under $y \mapsto 1-y$, and not under $y \mapsto \frac{1}{y}$. This means we need to change how $\mathrm{Li}_{7}^{\sigma, r}$ is symmetrised, and so using a different automorphism. Make the following definition

Definition 7.7.4. The automorphism $m: \mathbb{C}(y) \rightarrow \mathbb{C}(y)$ is defined by $m(y)=1-y$. In this definition, $m$ is a mnemonic for "one minus $y$ ".

Recall also $\mu$ from Definition 7.4.10
Theorem 7.7.5. For $\widehat{I_{6,1}^{-}}$applied to the $\mathrm{Li}_{3}$ algebraic equation we can find explicit $\mathrm{Li}_{6}$ terms, and give the following identity.

$$
\begin{equation*}
\widehat{I_{6,1}^{-}}\left(\sum_{i}-\frac{1}{a}\left[1-p_{i}\right]+\frac{1}{b}\left[p_{i}\right], y\right) \stackrel{m}{=} \tag{7.7.5}
\end{equation*}
$$

$$
\begin{align*}
& \mathrm{Li}_{7}^{\mu^{-}, m}\left(\frac{-1}{2(a b)^{2}(b-a)(a+2 b)(2 a+b)}\left[\frac{t}{g(p, y)}\right]-\frac{1}{a^{2} b c(b-a)(a+2 b)(2 a+b)}\left[\frac{t}{g\left(\frac{1}{1-p}, y\right)}\right]\right)+  \tag{7.7.6}\\
& +\sum_{p_{i} \in\{p\}} \mathrm{Li}_{7}^{\mu^{-}, m}\left(\frac{2 a+7 b}{4 b^{2}}[p y]-\frac{2 a+9 b}{4 b^{2}}\left[\frac{p}{y}\right]-\frac{1}{2 a}\left[\frac{1-p}{1-1 / y}\right]+\frac{1}{2 c}\left[\frac{1-1 / p}{y}\right]+\right.  \tag{7.7.7}\\
& \quad-\frac{1}{36(2 a+b)}\left[-\frac{(1-p)^{2}(1-y) y}{p}\right]+\frac{1}{36(b-a)}\left[\frac{(1-p) p}{(1-y) y}\right]+  \tag{7.7.8}\\
& \left.\quad+\frac{1}{36(2 a+b)}\left[\frac{(1-p)^{2}(1-y)}{p y^{2}}\right]-\frac{1}{36(b-a)}\left[-\frac{(1-p) p(1-y)^{2}}{y}\right]\right) \tag{7.7.9}
\end{align*}
$$

Data. Mathematica verification for $(a, b)$ equal to $(1,2),(1,3),(1,4),(2,1)$ and $(2,3)$

### 7.7.3.3 $\mathrm{Li}_{7}$ and Nielsen terms for $\widehat{I_{6,1}^{-}}\left(3\right.$-term $\left.\mathrm{Li}_{3}, y\right)$

We can also give an expression for the 3 -term $\mathrm{Li}_{3}$ functional equation.

Recall $t$ from Definition 7.4.16 and $m$ from Definition 7.7.4 We have the following.
Theorem 7.7.6. For $\widehat{I_{6,1}^{-}}(x, y)$ applied to the 3-term $\mathrm{Li}_{3}$ equation, we can find explicit $\mathrm{Li}_{7}$ and weight 7 Nielsen terms, and give the following identity.

$$
\begin{aligned}
& \widehat{I_{6,1}^{-}}\left([x]+\left[\frac{1}{1-x}\right]+\left[1-\frac{1}{x}\right], y\right) \stackrel{\text { 巴 }}{=} \mathrm{Li}_{7}^{t, m}\left(-\frac{1}{36}\left[\frac{x^{2}(1-y)}{y^{2}(1-x)}\right]+\frac{1}{36}\left[\frac{(1-x) x}{(1-y) y}\right]+\right. \\
& \left.+\frac{1}{2}\left[\frac{x(1-y)}{y(1-x)}\right]+\frac{5}{4}[x y]-\frac{7}{4}\left[\frac{x}{y}\right]-\frac{2}{3}[y]-\frac{1}{6}\left[-\frac{1-y}{y}\right]\right)+ \\
& +S_{5,2}(y)+S_{5,2}(1-y) .
\end{aligned}
$$

### 7.8 Further work

### 7.8.1 Approach for $I_{7,1}$ and beyond

From Proposition 7.5.1 the integral $I_{7,1}(x, y)$ satisfies

$$
I_{7,1}(x, y) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{6}+\{x\}_{3} \wedge\{y\}_{5}-\{x\}_{4} \wedge\{y\}_{4}+\{x\}_{5} \wedge\{y\}_{3}-\{x\}_{6} \wedge\{y\}_{2} .
$$

Using Proposition 7.5.3 we find that the symmetrisations from Definition 7.5.2 satisfy the following, modulo $\delta$.

$$
\begin{aligned}
& I_{7,1}^{+}(x, y):=\frac{1}{2}\left(I_{7,1}(x, y)+I_{7,1}\left(x, \frac{1}{y}\right)\right) \stackrel{\delta}{=}\{x\}_{3} \wedge\{y\}_{5}+\{x\}_{5} \wedge\{y\}_{3} \\
& I_{7,1}^{-}(x, y):=\frac{1}{2}\left(I_{7,1}(x, y)-I_{7,1}\left(x, \frac{1}{y}\right)\right) \stackrel{\delta}{=}-\{x\}_{2} \wedge\{y\}_{6}-\{x\}_{4} \wedge\{y\}_{4}-\{x\}_{6} \wedge\{y\}_{2} .
\end{aligned}
$$

### 7.8.1.1 Symmetrising with $\{x\}_{2}+\{1-x\}_{2}$

Symmetristing $I_{7,1}^{-}(x, y)$ to

$$
\widehat{I_{7,1}^{-}}(x, y):=I_{7,1}^{+}([x]+[1-x],[y]+[1-y])
$$

gives

$$
\widehat{I_{7,1}^{-}}(x, y) \stackrel{\delta}{=}-\left(\{x\}_{4}+\{1-x\}_{4}\right) \wedge\left(\{y\}_{4}+\{1-y\}_{4}\right) .
$$

If we can find a functional equation for $\mathrm{Li}_{4}(x)+\mathrm{Li}_{4}(1-x)$, we can substitute it as the $x$ argument, or as the $y$ argument to $\widehat{I_{7,1}^{-}}$, and get a result which is 0 modulo $\delta$. This means the result should be expressible in terms of $\mathrm{Li}_{8}$. So with a functional equation for $\operatorname{Li}_{4}(x)+\mathrm{Li}_{4}(1-x)$, we would also be able apply it here to find a functional equation for $\mathrm{Li}_{8}$.

### 7.8.1.2 Using $\mathrm{Li}_{3}+\mathrm{Li}_{5}$ functional equations

Similarly, a functional equation for $\mathrm{Li}_{3}+\mathrm{Li}_{5}$, substituted into the $x$ or $y$ argument of $I_{7,1}^{-}(x, y)$ makes the result vanish modulo $\delta$. The result of this should be expressible in terms of $\mathrm{Li}_{8}$, we could then use to find a functional equation for $\mathrm{Li}_{8}$. Whichever approach above succeeds in finding a family of $\mathrm{Li}_{7}$ functional equations, could be immediately applied to find at least one $\mathrm{Li}_{8}$ functional equation.

### 7.8.1.3 Symmetrising with $\mathrm{Li}_{3}$ equations

Alternatively, and maybe more ambitiously, we can symmetrise $I_{7,1}^{+}(x, y)$ to, say,

$$
\widetilde{I_{7,1}^{+}}(x, y):=I_{7,1}^{+}\left([x]+\left[\frac{1}{1-x}\right]+\left[1-\frac{1}{x}\right], y\right) .
$$

This kills the $\{x\}_{3}$ factor, leaving

$$
\widetilde{I_{7,1}^{+}}(x, y) \stackrel{\delta}{=}\left(\{x\}_{5}+\left\{\frac{1}{1-x}\right\}_{5}+\left\{1-\frac{1}{x}\right\}_{5}\right) \wedge\{y\}_{3} .
$$

Substituting in a $\mathrm{Li}_{3}$ functional equation for $y$ makes the result vanish modulo $\delta$, giving us a $\mathrm{Li}_{8}$ combination. And a functional equation for $\operatorname{Li}_{5}(x)+\operatorname{Li}_{5}\left(\frac{1}{1-x}\right)+\mathrm{Li}_{5}\left(1-\frac{1}{x}\right)$, could lead to a family of functional equations for $\mathrm{Li}_{8}$.

We can give an expression when the 3 -term $\mathrm{Li}_{3}$ functional equation is used. Recall $t$ from Definition 7.4.16. We also need the $y$-version $s$ from Definition 7.6.11. Then we have the following.

Theorem 7.8.1. For $\widetilde{I_{7,1}^{+}}(x, y)$ applied to the 3-term $\mathrm{Li}_{3}$ equation, we can find explicit $\mathrm{Li}_{8}$ and weight 8 Nielsen terms, and give the following identity.

$$
\begin{aligned}
& \widetilde{I_{7,1}^{+}}\left(x,[y]+\left[\frac{1}{1-y}\right]+\left[1-\frac{1}{y}\right]\right) \stackrel{\amalg}{=} \operatorname{Li}_{8}^{t, s}\left(-\frac{1}{36}\left[\frac{(1-x) x}{(1-y) y}\right]+\frac{7}{4}\left[\frac{x}{y}\right]+\frac{7}{4}[x y]-\frac{3}{2}[x]-[y]\right)+ \\
& +S_{6,2}\left([x]+\left[\frac{1}{1-x}\right]+\left[1-\frac{1}{x}\right]\right)+S_{6,2}\left([y]+\left[\frac{1}{1-y}\right]+\left[1-\frac{1}{y}\right]\right)
\end{aligned}
$$

Presumably, an expression for $\widetilde{I_{7,1}^{+}}(x, y)$ applied to the algebraic $\mathrm{Li}_{3}$ equation can also be found, with a similar form to Theorem 7.7.5. Since $\widetilde{I_{7,1}^{+}}(x, y)$ is defined using a symmetrisation coming from the 3 -term $\mathrm{Li}_{3}$ equation, we anticipate weight 8 Nielsen terms appearing. A different symmetrisation of $I_{7,1}^{+}$, say using the rationally parameterisable $a=1, b=2$ case (see Remark 7.3.2) of the algebraic $\mathrm{Li}_{3}$, could eliminate some of the Nielsen terms.

### 7.8.1.4 Using $\mathrm{Li}_{2}+\mathrm{Li}_{4}$ functional equations

Another potential approach comes from noticing that substituting the $\mathrm{Li}_{2}+\mathrm{Li}_{4}$ functional equation in the $x$ argument leaves only $\{y\}_{2}$. So the result vanishes modulo $\delta$ for any $\operatorname{Li}_{2}$ functional equation. The same thing holds swapping $x$ and $y$. One has

$$
I_{7,1}^{m}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{b^{\prime}}\left[q_{j}\right]+\frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right) \stackrel{\delta}{=} 0 .
$$

But one can expand this out in two ways. Either in the second slot:

$$
\begin{aligned}
& 0 \stackrel{\delta}{=} I_{7,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{b^{\prime}}\left[q_{j}\right]+\frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right) \\
&=I_{7,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]\right)+ \\
&+I_{7,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{b^{\prime}}\left[q_{j}\right]\right)+ \\
&+I_{7,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right)
\end{aligned}
$$

where each $I_{7,1}^{-}$vanishes modulo $\delta$, so is morally a sum of $\mathrm{Li}_{8}$ 's. Or similarly in the first slot,

$$
\begin{aligned}
& =I_{7,1}^{-}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{b^{\prime}}\left[q_{j}\right]+\frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right)+ \\
& \\
& \quad+I_{7,1}^{-}\left(\sum_{i} \frac{1}{b}\left[p_{i}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{b^{\prime}}\left[q_{j}\right]+\frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right)+ \\
& \quad+I_{7,1}^{-}\left(\sum_{i} \frac{1}{d}\left[1-\frac{1}{p_{i}}\right], \sum_{j} \frac{1}{a^{\prime}}\left[\frac{1}{1-q_{j}}\right]+\frac{1}{b^{\prime}}\left[q_{j}\right]+\frac{1}{c^{\prime}}\left[1-\frac{1}{q_{j}}\right]\right)
\end{aligned}
$$

where each $I_{7,1}^{-}$vanishes modulo $\delta$, and so is morally the sum of other Li ${ }_{8}$ 's. With luck, the combinations obtained when expanding out the second slot will differ from the combinations obtained when expanding out the first slot. So the difference will vanish modulo products, and could give a $\mathrm{Li}_{8}$ functional equation.

Unfortunately it is not clear that the two combinations should necessarily be different. This expansion does not involve some independent variable $y$ which has arguments substituted in later, so we could
just end up with two different ways of grouping the same $\mathrm{Li}_{8}$ terms. And the difference would trivially cancel to 0 . Thus far, the computation to attempt this has been difficult to finish due to excessive memory requirements.

### 7.8.2 Approach for depth 2 identities

It would also be desirable to find some generalisation of these ideas to higher depth iterated integrals. Goncharov's approach uses 'simple' low weight $\mathrm{Li}_{n}$ functional equations substituted into depth 2 iterated integrals to derive more complicated higher weight $\mathrm{Li}_{n}$ functional equations.

One possible generalisation to consider could come from using $\operatorname{Li}_{n}$ functional equations substituted into (carefully chosen!) depth 3 iterated integrals, in order to try to derive more 'interesting' identities for depth 2 integrals. Currently, I have no specific results in this direction, but I can at least illustrate the way.

The depth 3 iterated integral $I_{4,1,1}(x, y, z)$ seems to satisfy the following, 'modulo $\delta^{2}$,

$$
I_{4,1,1}(x, y, z) \stackrel{\delta^{2}}{=}\{x\}_{2} \wedge\left(\left\{\frac{z}{y}\right\}_{2} \wedge\{z\}_{2}\right)+\left\{\frac{z}{y}\right\}_{2} \wedge\left(\{x\}_{2} \wedge\{z\}_{2}\right)
$$

Therefore, the following 'symmetrised' version of $I_{4,1,1}$

$$
\widetilde{I_{4,1,1}}(x, y, z):=I_{4,1,1}(x, z / y, z)
$$

satisfies

$$
\widetilde{I_{4,1,1}}(x, y, z) \stackrel{\delta^{2}}{=}\{x\}_{2} \wedge\left(\{y\}_{2} \wedge\{z\}_{2}\right)+\left(\{x\}_{2} \wedge\{z\}_{2}\right) \wedge\{y\}_{2} .
$$

Remark 7.8.2. There is of course a question surrounding what 'modulo $\delta^{2}$ ' means, and how it should be interpreted. In the Lie coalgebra $\mathcal{L}_{\bullet}$, we have $\delta^{2}=0$ identically, since $\delta$ is a Lie cobracket. In the weight 6 case we have the exact sequence

$$
0 \rightarrow \mathcal{B}_{6} \rightarrow \mathcal{L}_{6} \rightarrow \mathcal{B}_{3} \wedge \mathcal{B}_{3} \oplus \mathcal{B}_{2} \otimes \mathcal{L}_{4} \rightarrow \bigwedge^{3} \mathcal{B}_{2} \rightarrow 0
$$

so that $\delta^{2}$ is a map $\delta^{2}: \mathcal{L}_{6} \rightarrow \bigwedge^{3} \mathcal{B}_{2}$, whereas in the above result, we land in $\left(\bigwedge^{2} \mathcal{B}_{2}\right) \wedge \mathcal{B}_{2} \oplus \mathcal{B}_{2} \wedge\left(\bigwedge^{2} \mathcal{B}_{2}\right)$. We then need to make the natural identification $\bigwedge^{3} \mathcal{B}_{2} \cong\left(\bigwedge^{2} \mathcal{B}_{2}\right) \wedge \mathcal{B}_{2} \oplus \mathcal{B}_{2} \wedge\left(\bigwedge^{2} \mathcal{B}_{2}\right)$, after which the two terms $\{x\}_{2} \wedge\left(\{y\}_{2} \wedge\{z\}_{2}\right)+\left(\{x\}_{2} \wedge\{z\}_{2}\right) \wedge\{y\}_{2}$ can be made to cancel.

Therefore perhaps the correct thing to do is to consider just one of these components as a time. A result already vanishing in each separate $\mathcal{B}_{2} \wedge\left(\mathcal{B}_{2} \wedge \mathcal{B}_{2}\right)$ and $\left(\mathcal{B}_{2} \wedge \mathcal{B}_{2}\right) \wedge \mathcal{B}_{2}$ component should give some further information about the structure of the original iterated integral. Moreover, since each depth 2 iterated integral $I_{a, b}(x, y)$ has the form $\sum_{i}\left\{\alpha_{i}\right\}_{n_{i}} \wedge\left\{\beta_{i}\right\}_{m_{i}}$ modulo $\delta$, each component of the result $I_{a, b}(x, y)$ 'modulo $\delta^{2}$ ' vanishes already. Therefore the 'modulo $\delta^{2}$ ' process should detect when something is a depth 2 iterated integral.

From the above expression for $\widetilde{I_{4,1,1}}(x, y, z)$ 'modulo $\delta^{2}$, we see that plugging in a $\mathrm{Li}_{2}$ functional equation to any of the arguments $x$, or $y$, or $z$ forces the result to vanish 'modulo $\delta^{2}$ '. One then could
expect the result to be expressible in terms of depth 2 iterated integrals only modulo $\delta$. If we can find an expression for this when a $\operatorname{Li}_{2}$ equation $L_{2}=\sum_{i} a_{i}\left[A_{i}\right] \in \operatorname{ker} \delta_{2}$ is plugged into the $x$ slot, and an expression when a(nother) $\operatorname{Li}_{2}$ equation $L_{2}^{\prime}=\sum_{i} b_{i}\left[B_{i}\right] \in \operatorname{ker} \delta_{2}$ is plugged into the $y$ slot, we can expand

$$
\widetilde{I_{4,1,1}}\left(L_{2}, L_{2}^{\prime}, z\right)
$$

in two different ways as a sum of depth 2 iterated integrals. The difference then necessarily vanishes modulo $\delta$ giving a functional equation for depth 2 iterated integrals. Then one could even attempt to find the $\mathrm{Li}_{n}$ terms to get a identity which holds modulo products.
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## Appendix A

## Notation

## A. 1 'Equality up to' relations

Throughout this thesis identities are proven and investigated to varying degrees of accuracy. The following range of equalities will be used.

| Relation | Meaning |
| :---: | :---: |
| $\stackrel{?}{=}$ | $\begin{aligned} & \text { Identity holds numerically to } \geq 500 \text { decimal places on MZVs, } \\ & \text { or to } \geq 50 \text { decimal places on MPLs } \end{aligned}$ |
| $\underline{\underline{Q}}$ | Identity holds up to a rational constant |
| $\stackrel{1}{=}$ | The rational expected in $\stackrel{\mathbb{Q}}{=}$ is 1 , numerically |
| $\underline{\underline{S}}$ | Identity holds on the level of the symbol |
| $\stackrel{\text { щ }}{ }$ | Identity holds for the symbol modulo products |
| $\underline{\underline{\delta}}$ | Identity holds for the symbol modulo products and depth 1 |
| $\stackrel{I_{3,2}}{=}$ | Identity holds for the symbol modulo $\mathrm{Li}_{5}$ and $I_{3,2}$ of 'simple' cross-ratios |
| $\stackrel{\delta^{2}}{=}$ | Identity holds for the symbol modulo products and depth 2 |
| $=$ | Identity is known exactly |

## A. 2 Symmetrised sums

Frequently we make use of sums over cyclic shifts of variables, sums over all permutations of variables, or alternating sums over all permutations. We introduce the following notation for these sums.

| Sum over | Definition |
| :--- | :--- |
| All permutations | $\operatorname{Sym}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{\sigma \in S_{n}} f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)$ |
| Signed permutations | $\operatorname{Alt}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)$ |
| Cyclic shifts | $\operatorname{Cyc}_{\left\{x_{1}, \ldots, x_{n}\right\}} f\left(x_{1}, \ldots, x_{n}\right):=\sum_{i=1}^{n} f\left(x_{i}, \ldots, x_{n}, x_{1}, \ldots, x_{i-1}\right)$ |

## Appendix B

## Long weight 5 identities

## B. 1 Reducing $I_{3,2}$ to $I_{4,1}$ and $\mathrm{Li}_{5}$ terms

Recall the 'brute force' identity in Identity 4.2.17, which expresses $I_{3,2}(x, y)$ in terms of $I_{4,1}$ 's.
Identity 4.2.17. Modulo $\delta$, we can express the single term $I_{3,2}(x, y)$ using $I_{4,1}$ as follows.

$$
\begin{aligned}
I_{3,2}(x, y) \stackrel{\delta}{=}- & \frac{1}{2}\left(3 I_{4,1}(x, y)+I_{4,1}\left(x, \frac{1}{y}\right)+I_{4,1}\left(x, \frac{x}{y}\right)+\right. \\
& \left.+I_{4,1}\left(x, \frac{y}{x}\right)-I_{4,1}\left(y, \frac{x}{y}\right)-I_{4,1}\left(y, \frac{y}{x}\right)\right)
\end{aligned}
$$

This identity expressed $I_{3,2}(x, y)$ in terms of $I_{4,1}$ 's, modulo $\delta$. So it should then be possible to find $\mathrm{Li}_{5}$ terms, which give an identity holding modulo products, on the nose. Indeed, we have the following identity, expressing $I_{3,2}(x, y)$ in terms of $I_{4,1}$ 's and $141 \mathrm{Li}_{5}$ terms.

Identity B.1.1. The following identity provides the missing $\mathrm{Li}_{5}$ terms, which completes Identity 4.2.17 to an identity holding modulo $\boldsymbol{w}$. This gives us an expression for $I_{3,2}(x, y)$ in terms of $I_{4,1}$ 's, and 141 $\mathrm{Li}_{5}$ terms, modulo ш.

$$
\begin{aligned}
& \frac{22}{9}\left(I_{3,2}(x, y)+\frac{1}{2}\left(I_{4,1}\left(x, \frac{1}{y}\right)+I_{4,1}\left(x, \frac{x}{y}\right)+I_{4,1}\left(x, \frac{y}{x}\right)+3 I_{4,1}(x, y)-I_{4,1}\left(y, \frac{x}{y}\right)-I_{4,1}\left(y, \frac{y}{x}\right)\right)\right) \stackrel{\Perp}{=} \\
& \operatorname{Li}_{5}\left(-\frac{23}{18}\left[\frac{1}{x}\right]+\frac{20}{3}\left[-\frac{1-x}{x}\right]+\frac{107}{54}\left[\frac{x}{y^{2}}\right]-\frac{103}{54}\left[\frac{1}{x y}\right]+\frac{1}{6}\left[\frac{x}{y}\right]-\frac{157}{54}\left[\frac{x^{2}}{y}\right]+4\left[-\frac{1-y}{(1-x) y}\right]\right)+ \\
& +\frac{11}{3} \operatorname{Li}_{5}\left([1-y]-\left[-\frac{1-x}{x(1-y)}\right]-\left[-\frac{1-y}{y}\right]-\left[\frac{x}{x-y}\right]\right)-\frac{14}{3} \operatorname{Li}_{5}\left(\left[\frac{x(x-y)}{(1-x) y}\right]+\left[-\frac{x-y}{(1-y) y}\right]\right)+ \\
& +3 \mathrm{Li}_{5}\left(\left[\frac{(1-x) x}{x-y}\right]+\left[-\frac{x(1-y)}{y(x-y)}\right]\right)-\frac{4}{3} \operatorname{Li}_{5}\left(\left[-\frac{x-y}{(1-x) y}\right]+\left[\frac{x-y}{x(1-y)}\right]\right)+\frac{7}{18} \operatorname{Li}_{5}\left(\left[\frac{1}{y}\right]-\left[\frac{x(1-y)^{2}}{(1-x)^{2} y}\right]\right)+ \\
& +\frac{5}{18} \operatorname{Li}_{5}\left(-\left[\frac{(x-y)^{2}}{(1-x)^{2} y}\right]-\left[\frac{(x-y)^{2}}{x(1-y)^{2}}\right]\right)+\frac{5}{27} \operatorname{Li}_{5}\left(\left[-\frac{x^{2}(1-y)^{3}}{(1-x)^{3} y}\right]+\left[\frac{x(x-y)^{3}}{(1-x)^{3} y^{2}}\right]+\left[-\frac{(x-y)^{3}}{x(1-y)^{3} y}\right]\right)+ \\
& +\frac{8}{3} \operatorname{Li}_{5}\left(\left[\frac{1-x}{1-y}\right]-\left[-\frac{1}{x-y}\right]-\left[-\frac{1-x}{y}\right]+\left[\frac{1-x}{y}\right]+\left[-\frac{x(1-y)}{y}\right]-\left[\frac{x(1-y)}{y}\right]+\left[\frac{x(1-y)}{y(x-y)}\right]+\right. \\
& \left.\quad-\left[-\frac{x-y}{(1-x)(1-y)}\right]+\left[-\frac{x-y}{y}\right]\right)+\frac{2}{3} \operatorname{Li}_{5}\left(\left[\frac{1}{x-y}\right]+\left[\frac{1-y}{(1-x) y}\right]-\left[-\frac{(1-y)(x-y)}{(1-x) y}\right]+\left[\frac{1-y}{x-y}\right]+\right. \\
& \left.\quad-\left[-\frac{x}{(1-x) y}\right]+\left[\frac{x(1-y)}{(1-x) y}\right]+\left[-\frac{x}{1-y}\right]-\left[\frac{x}{1-y}\right]+\left[\frac{x-y}{x y}\right]\right)+
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{5}{3} \operatorname{Li}_{5}\left(-[1-x]-\left[\frac{1-x}{x(1-y)}\right]+\left[-\frac{(1-x) x}{x-y}\right]+\left[-\frac{1-x}{x-y}\right]-\left[\frac{(1-x)(x-y)}{x(1-y)^{2}}\right]-\left[-\frac{(1-x)(x-y)}{x(1-y)}\right]+\right. \\
& +\left[\frac{(1-x)(x-y)}{x(1-y)}\right]+\left[\frac{(1-y)(x-y)}{(1-x) y}\right]+\left[\frac{x}{(1-x) y}\right]-\left[-\frac{x(1-y)(x-y)}{(1-x)^{2} y}\right]-\left[-\frac{x(x-y)}{(1-x) y}\right]+ \\
& \left.+\left[\frac{x-y}{(1-x)(1-y)}\right]-\left[\frac{x-y}{(1-y) y}\right]-\left[-\frac{(x-y)^{2}}{(1-x)(1-y) y}\right]-\left[-\frac{x-y}{x y}\right]\right)+ \\
& +\frac{1}{9} \operatorname{Li}_{5}\left(\left[\frac{(1-x)(1-y)^{3}}{y(x-y)^{2}}\right]-\left[\frac{(1-x)^{2}(1-y)}{x y^{2}}\right]-\left[\frac{(1-x)^{2} x}{(1-y) y^{2}}\right]+\left[\frac{(1-x)^{2}(x-y)}{y^{2}}\right]+\left[\frac{(1-x)^{2}}{y^{2}(x-y)}\right]+\left[\frac{(1-x)^{3}}{x^{2}(1-y)(x-y)}\right]+\right. \\
& +\left[-\frac{(1-x)^{3}(x-y)}{x(1-y)^{2}}\right]-\left[-\frac{(1-x) x(1-y)^{2}}{y}\right]-\left[-\frac{1-x}{x^{2}(1-y) y}\right]-\left[-\frac{(1-x) x^{2}(1-y)}{y(x-y)^{3}}\right]+\left[\frac{(1-x) x^{3}}{y(x-y)}\right]+ \\
& +\left[\frac{(1-x)(x-y)}{(1-y)^{3} y}\right]+\left[\frac{(1-x)(x-y)^{2}}{x^{3} y}\right]-\left[-\frac{(1-x)(x-y)^{3}}{x(1-y)^{2} y}\right]-\left[\frac{(1-y)(x-y)^{3}}{(1-x)^{2} y^{3}}\right]+\left[\frac{x(1-y)^{2}(x-y)}{y^{3}}\right]+ \\
& -\left[-\frac{x(1-y)^{3}}{(1-x)^{3} y^{2}}\right]+\left[-\frac{x}{(1-y)(x-y)^{2}}\right]-\left[-\frac{x^{2}(1-y)^{3}}{(1-x) y^{3}(x-y)}\right]-\left[-\frac{x^{2}(1-y)^{3}}{y(x-y)^{3}}\right]+\left[-\frac{x^{2}(1-y)}{y^{3}(x-y)}\right]+ \\
& -\left[-\frac{x^{3}(1-y)^{2}}{(1-x) y^{3}}\right]+\left[\frac{x^{3}(1-y)^{2}}{y(x-y)}\right]+\left[\frac{x^{3}(1-y)(x-y)}{(1-x)^{3} y^{2}}\right]-\left[-\frac{x(x-y)}{(1-x)^{2} y^{3}}\right]+\left[-\frac{x(x-y)^{2}}{1-y}\right]+\left[\frac{(x-y)^{2}}{(1-x)^{3}(1-y) y}\right]+ \\
& \left.-\left[\frac{(x-y)^{2}}{(1-x) x(1-y)^{3}}\right]-\left[\frac{(x-y)^{3}}{(1-x)^{3} x y}\right]-\left[-\frac{(x-y)^{3}}{(1-x) x^{3}(1-y)}\right]\right)+ \\
& +\frac{5}{9} \operatorname{Li}_{5}\left(-\left[\frac{1-x}{(1-y)^{2}}\right]-\left[\frac{(1-x)^{2}}{1-y}\right]-\left[\frac{(1-x)^{2}}{x(x-y)}\right]+\left[-\frac{(1-y) y}{(x-y)^{2}}\right]-\left[-\frac{x^{2}}{(1-x)(x-y)}\right]-\left[-\frac{x^{2}(1-y)}{(1-x)^{2} y}\right]+\right. \\
& \left.+\left[-\frac{x-y}{(1-x) y^{2}}\right]+\left[\frac{(x-y)^{2}}{(1-x) y^{2}}\right]+\left[\frac{(x-y)^{2}}{x^{2}(1-y)}\right]+\left[\frac{x-y}{x(1-y)^{2}}\right]\right)+ \\
& +\mathrm{Li}_{5}\left(\left[\frac{1}{x(1-y)}\right]+\left[-\frac{(1-x)(1-y)}{y}\right]-\left[\frac{1-x}{(1-y) y}\right]-\left[\frac{(1-x)(1-y)}{y(x-y)}\right]-\left[-\frac{(1-x)^{2}}{x(1-y)}\right]-\left[-\frac{1-x}{x(x-y)}\right]+\right. \\
& -\left[\frac{(1-x)(x-y)}{1-y}\right]+\left[-\frac{(1-x)(x-y)}{(1-y) y}\right]+\left[-\frac{1-x}{x y}\right]-\left[\frac{(1-x) x}{y}\right]+\left[-\frac{(1-x) x}{y(x-y)}\right]-\left[\frac{(1-x)(x-y)}{x y}\right]+ \\
& +\left[-\frac{(1-y)(x-y)}{(1-x)^{2} y}\right]+\left[\frac{x(1-y)}{(1-x) y^{2}}\right]+\left[\frac{x(1-y)^{2}}{(1-x) y(x-y)}\right]+\left[-\frac{x(1-y)^{2}}{y(x-y)}\right]+\left[-\frac{x(1-y)(x-y)}{(1-x) y^{2}}\right]-\left[-\frac{x(1-y)}{y^{2}}\right]+ \\
& -\left[\frac{x^{2}(1-y)}{(1-x) y}\right]+\left[\frac{x^{2}(1-y)}{y(x-y)}\right]-\left[\frac{x^{2}}{x-y}\right]-\left[\frac{x(x-y)}{(1-x)^{2} y}\right]+\left[-\frac{x-y}{(1-x)(1-y) y}\right]-\left[\frac{x-y}{(1-x) x(1-y)}\right]+ \\
& \left.-\left[\frac{x-y}{(1-y)^{2}}\right]+\left[-\frac{(x-y)^{2}}{(1-x) x(1-y)}\right]+\left[-\frac{(x-y)^{2}}{(1-x) x y}\right]+\left[\frac{(x-y)^{2}}{x(1-y)}\right]-\left[\frac{x}{y(x-y)}\right]-\left[-\frac{y}{(1-y)(x-y)}\right]\right)+ \\
& +\frac{4}{9} \operatorname{Li}_{5}\left(\left[\frac{1}{(1-x)(1-y)}\right]+\left[\frac{(1-x)(1-y)}{x y}\right]+\left[\frac{(1-x) x}{(1-y) y}\right]+\left[-\frac{(1-x) x}{(x-y)^{2}}\right]-\left[-\frac{(1-x)(x-y)}{y}\right]-\left[-\frac{1-x}{y(x-y)}\right]+\right. \\
& -\left[-\frac{(1-y)^{2}}{y(x-y)}\right]+\left[-\frac{x(1-y)^{2}}{(1-x) y^{2}}\right]-\left[\frac{x}{(1-y)(x-y)}\right]+\left[\frac{x^{2}(1-y)}{(1-x) y^{2}}\right]-\left[\frac{x(x-y)}{1-y}\right]-\left[-\frac{x-y}{(1-x)^{2} y}\right]+ \\
& \left.-\left[\frac{x-y}{x^{2}(1-y)}\right]-\left[\frac{y^{2}}{(1-y)(x-y)}\right]\right)
\end{aligned}
$$

Remark B.1.2. The candidate $\mathrm{Li}_{5}$ arguments which eventually produced this identity were generated using Radchenko's sage package MESA MESA, and the set_extra_primes_tree_search routine. This allows a good choice of extra factors to appear in $1-\alpha$, when computing the symbol of $\operatorname{Li}_{n}(\alpha)$. For example, even though the factor $-x+x^{2}-x y+y^{2}$ does not appear anywhere in the symbol of the left hand side of Identity B.1.1 it does appear in the symbol of the following $\mathrm{Li}_{5}$ terms on the right hand side.

$$
-\frac{1}{9}\left[\frac{(1-x)^{2} x}{(1-y) y^{2}}\right]-\frac{1}{9}\left[-\frac{(1-x) x^{2}(1-y)}{y(x-y)^{3}}\right]+\left[-\frac{(1-x)(x-y)}{(1-y) y}\right]-\frac{1}{9}\left[-\frac{(1-x)(x-y)^{3}}{x(1-y)^{2} y}\right]+\left[-\frac{(1-x) x}{y(x-y)}\right]+\left[\frac{(x-y)^{2}}{x(1-y)}\right] .
$$

But somehow, they conspire to cancel in just the right way as to make this factor disappear in the end. Because of this phenomenon, and the large number of potential arguments otherwise, finding Identity B.1.1 would potentially be very difficult if not for the MESA software MESA.

## B. 2 Relating depth 3 iterated integrals

Recall Theorem 4.3.18, which claimed that modulo $I_{3,2}$ all depth 3 iterated integrals are somehow 'equivalent'.

Theorem 4.3.18. Modulo $I_{3,2}$, all of the weight 5, depth 3 iterated integrals span the same space. More precisely, if

$$
\mathcal{B}_{f}:=\left\{f(\sigma \cdot a b c d e f) \mid \sigma \in S_{\{a, b, c, d, e, f\}}\right\}
$$

then $\operatorname{span} \mathcal{B}_{f}$, modulo $I_{3,2}$, is invariant for $f \in\left\{I_{3,1,1}, I_{1,3,1}, I_{1,1,3}, I_{2,2,1}, I_{2,1,2}, I_{1,2,2}\right\}$.

The proof was to give the relevant identities expressing each depth 3 integral $I_{n_{1}, n_{2}, n_{3}}(a b c d e f)$ as a sum of other depth 3 integrals, modulo $I_{3,2}$. The short identities relating $I_{3,1,1}$ and $I_{1,3,1}$, relating $I_{3,1,1}$ and $I_{1,1,3}$, and expressing $I_{2,2,1}$ as a sum of $I_{3,1,1}$ 's were given already in the proof. The remaining identities are presented below.

The following three identities express $I_{3,1,1}(a b c d e f)$ as a sum of $I_{2,1,2}$ 's, express $I_{2,1,2}(a b c d e f)$ as a sum of $I_{1,2,2}$ 's, and express $I_{1,2,2}(a b c d e f)$ as a sum of $I_{2,2,1}$ 's modulo $I_{3,2}$. With these identities the proof of Theorem 4.3.18 is complete.

Identity B.2.1. The following identity expresses $I_{3,1,1}\left(\right.$ abcdef) as a sum of $197 I_{2,1,2}$ terms and 24 $I_{3,2}$, modulo $\delta$.

$$
\begin{aligned}
& 12 I_{3,1,1}(a b c d e f) \stackrel{\delta}{=} I_{2,1,2}(2[a b c d f e]-[a b d c f e]+[a b d f e c]-[a b f c d e]+[a b f d c e]+ \\
& +[a c b d f e]-[a c b e f d]+[a c d b e f]+[a c d f e b]-[a c e d b f]-[a c f b d e]-[a c f b e d]-[a c f e d b]+ \\
& +[a d b e c f]+[a d b e f c]+[a d c b f e]-[a d c f e b]+[a d e b f c]+[a d e f b c]+[a d e f c b]-[a d f c b e]+ \\
& -[a d f e c b]+[a e b c f d]-[a e b d c f]+[a e b f c d]-[a e c b f d]+[a e c d f b]+[a e d c f b]+[a e d f b c]+ \\
& +[a e d f c b]+[a e f b c d]-[a f b c d e]-[a f b d e c]+[a f c d b e]-[a f c e d b]+[a f d c b e]-[a f d e c b]+ \\
& +[a f e b d c]+[a f e d b c]-[b a c f d e]-[b a d f e c]-[b a e c d f]+[b a e f d c]+[b a f c d e]+[b a f d e c]+ \\
& +[b a f e c d]+[b c a d f e]-[b c a e f d]+[b c d a e f]-[b c e d a f]+[b c e d f a]-[b c e f a d]-[b c f e d a]+ \\
& +[b d c e f a]+[b d e a f c]+[b d e c a f]+[b d e f c a]-[b d f a c e]-[b d f a e c]-[b e a d f c]-[b e c a d f]+ \\
& -[b e c d f a]+[b e d a c f]+[b e d c f a]+[b e f a c d]+[b f a d c e]+[b f a e c d]-[b f c a e d]+[b f d c e a]+ \\
& +[b f d e c a]+[b f e a d c]+[\text { cabdfe }]-[\text { cabfde }]-[\text { cadbef }]-[c a e f b d]+[c a f d e b]+[\text { cafebd }]+ \\
& -[c b a f d e]-[\text { cbdefa }]-[\text { cbdfae }]-[\text { cbeafd }]+[\text { cbfdae }]+[c b f e d a]-[c d a b e f]-[c d a b f e]+ \\
& -[c d b e a f]-[\text { cdbefa }]+[\text { cdbfae }]-[c d b f e a]+[c d e a b f]+[c d e a f b]-[c d f a b e]-[c d f a e b]+ \\
& -[c e b d a f]-[c e b d f a]-[c e b f d a]+[c e d a b f]+[c e d b a f]+[c e d f a b]+[c e f b a d]-[c f a d e b]+ \\
& -[\text { cfbdae }]-[\text { cfbdea }]-[c f d b e a]-[c f d e a b]-[c f d e b a]+[c f e b a d]+[c f e b d a]+[d a c e f b]+ \\
& -[\text { daebfc }]-[\text { daecbf }]-[d b a e f c]-[d b c e f a]-[d b e c f a]+[d b f a e c]+[d b f c e a]+[d c a b f e]+ \\
& +[d c a f e b]-[d c e a f b]-[d c e b a f]-[d c e b f a]+[d c f a e b]-[d e a b c f]+[d e a c b f]-[d e a f b c]+ \\
& +[\operatorname{debfca}]-[\text { decafb }]-[\operatorname{decbfa}]-[\operatorname{decfab}]-[\operatorname{decfba}]+[\text { defbca }]+[d f a b e c]+[d f a e c b]+
\end{aligned}
$$

$$
\begin{aligned}
& +[d f b a e c]-[d f b c e a]+[d f b e c a]-[d f c b a e]-[d f c b e a]-[d f e b a c]-[d f e b c a]-[e a b c f d]+ \\
& +[e a c b f d]-[e a c d f b]+[e a c f d b]-[e a d b f c]-[e a d c b f]-[e a d c f b]+[e b c a d f]+[e b c f d a]+ \\
& -[e b d a f c]+[e c a d f b]+[e c a f b d]-[e c d b a f]-[e d b c a f]+[e d c a f b]+[e d c b f a]-[e d f a b c]+ \\
& -[e d f a c b]-[e d f b c a]-[e d f c a b]-[e f a d c b]+[e f b c a d]+[e f b d a c]+[e f b d c a]+[e f c a b d]+ \\
& -[e f d a b c]-[e f d a c b]-[e f d b c a]-[e f d c b a]-[\text { fabdce }]+[\text { fabecd }]-[\text { fadcbe }]+[\text { fadceb }]+ \\
& -[\text { faecd } b]-[\text { fbaced }]-[\text { fbaedc }]-[\text { fbeadc }]-[\text { fbecda }]-[\text { fbedac }]-[\text { fbedca }]+[\text { fcadbe }]+ \\
& +[f c b a d e]-[f c b e d a]+[f c d b e a]+[f c d e a b]+[f c d e b a]-[f c e a b d]+[f d a c b e]+[f d c e a b]+ \\
& +[\text { fdebac }]+[\text { fdecab }]-[\text { feabdc }]-[\text { feacd } b]-[\text { feadbc }]-[\text { fecbda }]+[\text { fedcab }]+[\text { fedcba }])+ \\
& +I_{3,2}([a b c d e]-[a b c e f]+[a b c f e]-[a b f e d]-[a c b d f]+[a c b e d]-[a c f b e]-[a d b c f]+ \\
& -[a d f c b]+[a e b d f]-[a e c f b]+[b a f c e]+[b a f e d]-[b c a d e]+[b c d a f]+[b d a c e]+ \\
& -[b d f a c]-[b e a c f]-[b e c f a]-[b f a d c]+[b f a e d]-[\text { cabed }]-[c d a b f]-[c d f a b]) .
\end{aligned}
$$

Identity B.2.2. The following identity expresses $I_{2,1,2}\left(\right.$ abcdef) as a sum of $230 I_{1,2,2}$ terms, and 1 $I_{3,2}$ term, modulo $\delta$.

$$
\begin{aligned}
& 3 I_{2,1,2}(a b c d e f) \stackrel{\delta}{\stackrel{\delta}{n}} I_{1,2,2}([a b c d e f]-[a b c d f e]-[a b c e d f]-[a b d c e f]+[a b d c f e]+[a b d e f c]+ \\
& +[a b e c d f]-[a b e c f d]-[a b e f c d]-[a b f c d e]-[a b f d c e]+[a b f d e c]+[a b f e c d]-[a b f e d c]+ \\
& -[a c b d e f]-[a c b e d f]+[a c b e f d]-[a c b f e d]+[a c d b e f]-[a c d e b f]+[a c d e f b]-[a c e b f d]+ \\
& +[a c e d f b]+[a c e f b d]+[a c e f d b]-[a c f b d e]+[a c f b e d]+[a c f e b d]-[a d b c e f]-[a d b e c f]+ \\
& +[a d b e f c]+[a d c b e f]-2[a d c b f e]+[a d c e b f]+[a d c e f b]+[a d c f b e]-[a d e b f c]+[a d e c f b]+ \\
& -[a d e f b c]+[a d f b c e]+[a d f b e c]-[a d f c b e]+2[a d f c e b]+[a d f e b c]-[a d f e c b]-[a e b c d f]+ \\
& +[\text { aebcfd }]-[\text { aecbfd }]+[\text { aecdfb }]-[\text { aecfdb }]+[\text { aedbfc }]+[\text { aedfbc] }]+[a e f b c d]-[a e f c d b]+ \\
& +[\text { aefdbc }]-[\text { aefdcb }]+[a f b c e d]-[a f b d c e]+[\text { afbdec }]+[a f b e c d]+[a f b e d c]+[a f c b e d]+ \\
& -[a f c d b e]-[a f c d e b]-[a f c e d b]-[a f d b c e]-2[a f d c b e]+[a f d c e b]+[a f d e c b]+[a f e b d c]+ \\
& +[\text { afecbd }]-2[b a c d e f]+[b a c e d f]-[b a c f e d]+[b a d c e f]-[b a d c f e]-[b a d f c e]+[b a e c f d]+ \\
& +[b a e f c d]+[b a f c e d]+2[b a f d c e]+[b c a d e f]+[b c a d f e]+[b c a e d f]-[b c a e f d]-[b c d a e f]+ \\
& +[b c d a f e]-[b c d e a f]+[b c d f a e]-[b c d f e a]-[b c e d a f]-[b c f a d e]+[b c f d a e]-[b d a f e c]+ \\
& +[b d c a e f]-[b d c e a f]+[b d c e f a]+[b d c f a e]+[b d c f e a]-[b d e a f c]-[b d e c f a]+[b e a c f d]+ \\
& -2[\text { beadf } c]+[\text { beafcd }]-[b e a f d c]+[b e c a d f]+[b e c d f a]+[b e c f a d]-[b e c f d a]-[b e d a c f]+ \\
& +[b e d a f c]-[b e d c f a]+[b e d f a c]+[b e f a c d]-[b e f a d c]+[b e f d a c]-[b e f d c a]-[b f a c d e]+ \\
& -[b f a c e d]+[b f a d e c]+[b f c a d e]+[b f c a e d]+[b f c e d a]-[b f d a e c]+[b f d c a e]+[b f d c e a]+ \\
& -[b f d e c a]-[b f e a d c]+[b f e c d a]-[b f e d a c]+[\text { cabdfe }]-[\text { cabefd }]+[\text { cadfbe }]-[\text { caebdf }]+ \\
& +[\text { caebfd }]-[\text { caefdb }]-[\text { cafbed }]-[\text { cafdeb }]-[\text { cafebd }]-[\text { cafedb }]-[c b a d e f]+[\text { cbdefa }]+ \\
& -[\text { cbdfae }]-[\text { cbeafd }]+2[\text { cbedaf }]-[\text { cbedfa }]-2[\text { cbefad }]+[\text { cbefda }]+[\text { cbfaed }]-[\text { cbfdae }]+
\end{aligned}
$$

$-[c b f d e a]+[c b f e a d]-[c b f e d a]-[c d b a e f]-[c d b e a f]-[c d e a b f]+[c d e a f b]-[c d e b f a]+$
$-[c d e f b a]+[c d f e a b]+[$ ceaf $d b]-[$ cebadf $]-[$ cebfad $]+[$ cedabf $]-[$ cedbfa $]-[$ cedfab $]+$
$-[c e f a b d]+[c e f a d b]-[c e f b d a]+[c f a b d e]-[c f b d e a]-[c f b e d a]+[c f d a b e]-[c f d a e b]+$
$-[c f d e a b]-[c f e a b d]-[c f e b a d]+[c f e d a b]+[d a b c e f]+[d a b c f e]-[$ dacbef $]+[$ dacbfe $]+$
$+[d a e c b f]-[d a f b c e]-[d a f b e c]-[d a f c e b]-2[d a f e b c]+[d a f e c b]-[d b a c e f]-[d b a c f e]+$
$+[d b c a f e]-[d b c e f a]-[d b e a c f]+[d b e a f c]+[$ dbefac $]-[d b e f c a]-[d b f a c e]+2[d b f a e c]+$
$+[d b f c a e]+[d b f e a c]-[d c a f b e]+[d c a f e b]-[d c b a f e]-[d c e b a f]-[d c f a b e]+[d c f b a e]+$
$-[$ deacbf $]-[$ deacfb $]-[$ deafcb $]+[$ debacf $]+[$ debcaf $]+[$ decfab $]+[$ defbac $]-[$ defbca $]+$
$+[d f a e c b]-[d f b e a c]+[d f c a e b]-[d f e a b c]-[d f e b c a]+[e a b c f d]+[e a b f c d]-[e a f b d c]+$
$-[e b a c d f]-[e b a d c f]+[e b c d f a]+[e b d c f a]-[e c b a d f]-[e c d f a b]-[e d c a b f]-[e f a d b c])+$ $-I_{3,2}(a b c d e)$.

Identity B.2.3. The following identity expresses $I_{1,2,2}\left(\right.$ abcdef) as a sum of $177 I_{2,2,1}$ terms, and 1 $I_{3,2}$ term, modulo $\delta$.
$I_{1,2,2}(a b c d e f) \stackrel{\delta}{=} I_{2,2,1}([a b c f d e]+[a b d c f e]-[a b e c f d]-[a b e f c d]+[a b f c d e]-[a b f c e d]+$ $-[a b f e c d]+[a c b d e f]-[a c d b f e]-[a c d e b f]+[a c e f d b]-[a c f b d e]-[a c f d b e]-[a d b c f e]+$ $+[a d b f e c]+[a d c f e b]-[a d f c b e]+[a d f c e b]+[a e b c f d]+[a e b d f c]+[a e b f d c]-[a e d b c f]+$ $-[a e d f c b]+[a e f d b c]-[a e f d c b]+[a f b c d e]+[a f b c e d]+[a f c d e b]-[a f d b c e]-[a f d c b e]+$ $-[a f e b c d]-[a f e c d b]-[a f e d b c]+[b a c d f e]-[b a c f d e]+[b a c f e d]+[b a e c f d]+[b a e f c d]+$ $-[b a e f d c]-[b a f e d c]+[b c e f d a]+[b d a c e f]-[b d a e f c]+[b d a f c e]-[b d c e f a]+[b d c f a e]+$ $+[b d e c a f]-[b d e c f a]+[b e c f d a]-[b f a c e d]-[b f a d c e]+[$ cabdfe $]+[$ cabefd $]+[$ cabfde $]+$ $-[$ cadbef $]+[$ cadfbe $]-[$ cadfeb $]-[$ caebfd $]-[$ caefdb $]+[$ cafbde $]+[$ cafedb $]-[$ cbdfea $]+$ $+[$ cbfade $]-[$ cdabef $]+[$ cdafbe $]+[c d b e a f]+[c d b e f a]+[c d b f a e]-[c d e f b a]+[c d f e a b]+$ $-[c d f e b a]-[$ ceadfb $]+[$ ceafbd $]-[$ cebafd $]+[$ cebdaf $]-[$ cedabf $]-[$ cedafb $]-[$ cedbfa $]+$ $-[c e f a d b]+[c e f b a d]-[c e f d b a]+[c f a b d e]-[c f a d b e]+[c f b a d e]+[$ dabcfe $]+[$ dabefc $]+$ $-[$ dabfec $]+[$ dacbef $]+[$ dacfbe $]-[$ daebfc $]-[$ daecbf $]-[$ daecfb $]-[$ dafceb $]-[$ dbaecf $]+$ $+[$ dbaefc $]-[$ dbafec $]+[d b c a e f]+[d b c a f e]-[d b c e a f]+[d b c f e a]+[d b e a c f]-[d b e c a f]+$ $-[d b e f a c]-[d c a f b e]+[d c a f e b]+[d c b a e f]+[d c b a f e]-[d c b e a f]+[d c b f e a]+[d c e a b f]+$ $-[d c e b f a]+[d c e f a b]-[d c f a b e]-[d c f b e a]+[d e a f c b]-[d e b f a c]+[d e b f c a]+[d e c a b f]+$ $-[$ decafb $]+[$ decbaf $]-[$ decbfa $]-[$ defacb $]-[$ defbca $]-[$ defcba $]+[$ dfacbe $]-[d f b a c e]+$ $-[d f b a e c]+[d f b e a c]+[d f c a b e]+[d f c b a e]-[d f c b e a]-[d f e a c b]-[d f e b c a]-[e a b d f c]+$
$-[e a b f d c]+[e a c f b d]+[e a c f d b]-[e a d b f c]-2[e a f c b d]-[e a f d b c]-[e b d a c f]-[e b f a c d]+$
$-[e b f c a d]-[e c a b f d]+[e c a f b d]-[e c a f d b]+[e c b a d f]+[e c b d f a]-[e c d f a b]+[e c d f b a]+$

$$
\begin{aligned}
& +[\text { ecfabd }]+[\text { edacbf }]-[\text { edacfb }]+[\text { edbacf }]+[\text { edcabf }]+[\text { edcbfa }]-[\text { edfabc }]-[\text { edfbac }]+ \\
& +[\text { edfbca }]+[\text { efabdc }]-[\text { efacbd }]-[\text { efbdacc }]-[\text { efbdca }]+[\text { fabdec }]-[\text { facedb }]-[\text { fadecb }]+ \\
& -[\text { faecdb }]-[\text { faedcb }]-[\text { fcabde }]-[\text { fcadeb }]+[\text { fcaebd }]-[\text { fdabec }]+[\text { fdacbe }]-[\text { fdaecb }]+ \\
& -[\text { feabdc }]+[\text { feacbd }]-[\text { feadcb }])+ \\
& -I_{3,2}(\text { abedf }) .
\end{aligned}
$$

## B. 3 Dan's reduction for $I_{1,1,1,1,1}$

In Section 5.3 we applied Dan's reduction procedure to $I_{1,1,1,1,1}$ and produced an expression for $I_{1,1,1,1,1}$ in terms of the 11 depth $\leq 3$ integrals $I_{5}, I_{4,1}, \ldots, I_{1,4}, I_{3,1,1}, \ldots, I_{1,2,2}$. In Section 5.3.2 we indicated that identities from Chapter 4 could be used to reduce $I_{1,1,1,1,1}$ explicitly to $I_{3,1,1}, I_{3,2}$ and $I_{5}$ terms modulo products. The following theorem shows this reduction explicitly.

Theorem B.3.1. As shorthand recall the 'coupled cross-ratio' notation $I_{n_{1}, \ldots, n_{k}}\left(a b c d_{1} \ldots d_{k}\right):=$ $I_{n_{1}, \ldots, n_{k}}\left(\operatorname{cr}\left(a, b, c, d_{1}\right), \ldots, \operatorname{cr}\left(a, b, c, d_{k}\right)\right)$ from Section 4.1.2. Then modulo products, we can give the following identity for $I_{1,1,1,1,1}$.

$$
[a|b, c, d, e, f| g]=\psi^{\prime}(a ; b, c, d, e, f)-\psi^{\prime}(g ; b, c, d, e, f),
$$

where

$$
\begin{aligned}
& \psi^{\prime}(a ; b, c, d, e, f):= \\
& I_{3,1,1}(-[b d a c e f]+[b d a e \infty c]-[b d a f \infty c]+[b d a \infty e f]+[b d c a e \infty]+[b d c a \infty e]+[b d c \infty a e]+ \\
& +[b d e \infty a f]+[b d \infty a e f]+[b d \infty e a f]-[b f a c \infty e]+[b f a d \infty e]-[b f a \infty c e]+[b f a \infty d c]+ \\
& +[b f a \propto d e]-[b f a \infty e c]+[b f c a d \infty]-[b f c a e d]-[b f c a e \infty]+[b f c a \infty d]+[b f c d a \infty]+ \\
& -[b f c e a \infty]+[b f d a \infty e]-[b f e c a \infty]+[b f e d a \infty]-[d \infty a c b f]+[d \infty a c e b]+[d \infty a c e f]+ \\
& -[d \infty a c f b]+[d \infty a e b c]+[d \infty a e c b]-[d \infty a f b c]-[d \infty a f c b]+[d \infty b c a e]+[d \infty c a b e]+ \\
& +[d \infty c b a e]+[d \infty e b a f]-[f \infty a b c e]+[f \infty a b d c]+[f \infty a b d e]-[f \infty a b e c]-[f \infty a c b e]+ \\
& -[f \infty a c e b]+[f \infty \text { adbe }]+[f \infty \text { adeb }]+[f \infty \text { caed }]+[f \infty \text { dabe }]+[f \infty \text { daeb }]+[f \infty \text { deab }]+ \\
& -[\infty b a c d f]+[\infty \text { baced }]-[\infty \text { bacfd }]-[\infty \text { bacfe }]+[\infty \text { badef }]+[\infty \text { badfe }]+[\infty \text { baecd }]+ \\
& +[\infty b a e d c]-[\infty b a f c d]-[\infty b a f c e]+[\infty b a f d e]-[\infty b a f e c]+[\infty b c a d e]+[\infty b c a e d]+ \\
& +[\infty b c d a e]+[\infty b d a e f]+[\infty b d a f e]+[\infty b d c a e]+[\infty b d e a f]+[\infty b e d a f])+ \\
& +I_{3,2}([b d a c e]-[b d a e \infty]+[b d a \infty f]+[b d e \infty c]+[b d e \infty f]+2[b d \infty a e]+[b d \infty a f]+ \\
& +[b d \infty e c]+[b d \infty e f]+[b f a d \infty]+[b f a \infty c]-2[b f a \infty d]+[b f a \infty e]-[b f c a \infty]+ \\
& -[b f c e \infty]+3[b f d a \infty]+[b f d e \infty]+[b f d \infty c]-[b f e c \infty]-[b f e \infty d]+[b f \infty d c]+ \\
& -[b f \infty e d]+[b \infty c a d]+[b \infty c a e]+[b \infty d a e]+[b \infty d a f]+[d b e a f]+2[d b \infty a e]+
\end{aligned}
$$

$$
\begin{aligned}
& +[d \infty a b e]-[d \infty a e b]-[d \infty a e c]+[d \infty a e f]+3[d \infty b a e]+[d \infty b a f]+[d \infty b c e]+ \\
& +[d \infty b e f]+[d \infty c a e]+[d \infty c b e]-[d \infty e f a]-[d \infty e f b]-[d \infty f e b]-[f b c a e]+ \\
& +[f b d a e]+2[f b d a \infty]-2[f b e a \infty]-[f \infty a b d]+[f \infty a e b]+[f \infty b e d]+2[f \infty e a b]+ \\
& +[f \infty e b d]-[\infty b a e c]-[\infty b a e d]+2[\infty b a e f]-[\infty b a f d]+[\infty b c a e]+[\infty b c d e]+ \\
& +[\infty b d a f]+[\infty b d e f]+2[\infty b e a f]-[\infty b e f a]+2[\infty d b a e]+[\infty d b a f]+[\infty d c a b]+ \\
& -[\infty d e a f]+[\infty f c a e]-[\infty f d a e]+[\infty f e a b])+ \\
& +\frac{1}{3} I_{3,2}(-[b d a c f]+4[b d a e f]-[b d a f c]-2[b d a f e]-[b d c a \infty]-[b d c \infty a]+7[b d e a f]+ \\
& -2[b d e f a]-[b f a d e]-[b f a e \infty]-[b f c a d]-[b f c d a]+2[b f d a e]-[b f d c e]+ \\
& +2[b f d e a]-7[b f e a \infty]+5[b f e d \infty]-[b f e \infty a]-[b \infty d e a]-[b \infty d e c]+[b \infty e d a]+ \\
& -[b \infty e f a]-[b \infty e f d]+[b \infty f e a]+[d \infty a c f]+[d \infty a f c]-[d \infty a f e]+4[d \infty e b f]+ \\
& +[f b d e a]+[f b d e c]-[f b e d a]-2[f b e \infty a]-2[f b e \infty d]+2[f b \infty e a]+[f \infty a b c]+ \\
& +[f \infty a c b]+[f \infty a d e]+[f \infty c a d]+[f \infty c d a]-2[f \infty d a e]+[f \infty d c e]-2[f \infty d e a]+ \\
& +2[\infty b a c f]+4[\infty b a d e]+2[\infty b a f c]-[\infty b a f e]+[\infty b c a d]+[\infty b c d a]+7[\infty b d a e]+ \\
& +4[\infty b d c e]-2[\infty b d e a]+4[\infty b e d f]-[\infty d e f a]-[\infty d e f b]+[\infty d f e a]-[\infty f d e a]+ \\
& -[\infty f d e c]+[\infty f e d a])+ \\
& +I_{5}(-[b d a c]+15[b d a e]+15[b d a f]-2[b d a \infty]+6[b d c e]+5[b d c \infty]+13[b d e f]+6[b d \infty e]+ \\
& +6[b d \infty f]-3[b f a d]+8[b f a e]-8[b f a \infty]-2[b f c e]-8[b f d e]+10[b f d \infty]-8[b f e a]+ \\
& +3[d \infty a b]+21[d \infty a e]-3[d \infty a f]+2[d \infty b f]+6[d \infty c e]+13[f \infty a b]+[f \infty a d]+ \\
& -7[f \infty a e]+2[f \infty c e]+6[f \infty d b]+6[f \infty e b]+4[\infty b a d]+14[\infty b a e]+10[\infty b a f]+ \\
& +8[\infty b c e]+13[\infty b d e]+8[\infty b d f]+4[\infty b e a])+ \\
& +\frac{1}{3} I_{5}(19[b f c d]+4[b f d a]-13[b f e \infty]+32[b f \infty a]+23[d \infty b e]-4[d \infty e a]+ \\
& +22[d \infty e f]+16[d \infty f a]-[f \infty c d]-4[f \infty d a]+16[f \infty d e]+16[f \infty e a]-[\infty b c d]+ \\
& -4[\infty b d a]+40[\infty b e f]+16[\infty b f a]) .
\end{aligned}
$$

## Appendix C

## Proof of the $I_{4,1}^{-}\left(x, \Sigma_{i}\left[p_{i}\right]\right)$ identity

## C. 1 Statement of the theorem

Firstly, let us recall the identity we intend to prove using symbol.
Theorem 7.4.6. For $I_{4,1}^{-}$applied to the $\mathrm{Li}_{2}$ algebraic equation, we can find explicit $\mathrm{Li}_{5}$ terms, and give the following identity.

$$
\begin{align*}
& I_{4,1}^{-}\left(x, \sum_{i}\left[p_{i}\right]\right) \stackrel{\Perp}{=} \\
& \quad-\frac{c}{2} \operatorname{Li}_{5}(x)+b \operatorname{Li}_{5}(1-x)+b \operatorname{Li}_{5}\left(1-\frac{1}{x}\right)+  \tag{7.4.5a}\\
& \quad+\mathrm{Li}_{5}^{\rho^{-}}\left(\frac{1}{a b c(c-a))}\left[\frac{t}{g(p, x)}\right]\right)+\sum_{p \in\left\{p_{i}\right\}} \operatorname{Li}_{5}^{\rho^{-}}\left(-\frac{b}{8(c-a)}\left[\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right]+\right.  \tag{7.4.5b}\\
& \left.\quad+\left(\frac{c-a}{4 b}+1\right)\left[x p_{i}\right]+\frac{b}{a}\left(\left[\frac{1}{1-p_{i}}\right]-\left[\frac{1-x}{1-p_{i}}\right]-\left[\frac{1-1 / x}{1-p_{i}}\right]\right)\right) \tag{7.4.5c}
\end{align*}
$$

Here $I_{4,1}^{-}$is as in Definition 7.4.1 and $\mathrm{Li}_{5}^{\rho^{-}}$is the symmetrisation we obtain using Definition 7.3.11 and the automorphism $\rho$ from Definition 7.4.5. We assume $a, b>0$, and define $c$ by $a+b+c=0$. Moreover $t$ is as in Equation 7.3.1. defining the $p_{i}$, and $g(\alpha, x)$ is as in Definition 7.3.10.

The first step, before we begin the proof, is to give the full expanded out version of this identity. This is so that all the terms are immediately visible, and we can calculate directly the symbol. Also, since $I_{4,1}^{-}$is defined with a factor of $\frac{1}{2}$, it may be marginally more convenient to multiply by 2 throughout, rather than carry factors of $\frac{1}{2}$ through the calculation of the symbol of $I_{4,1}$. So the version of the theorem we will prove is the following.

Theorem C.1.1. For $I_{4,1}^{-}$applied to the $\mathrm{Li}_{2}$ algebraic equation, we can find explicit $\mathrm{Li}_{5}$ terms, and give the following identity.

$$
\begin{align*}
& I_{4,1}\left(x, \sum_{i}\left[p_{i}\right]\right)-I_{4,1}\left(x, \sum_{i}\left[\frac{1}{p_{i}}\right]\right) \stackrel{\amalg}{=} \\
& \quad-c \operatorname{Li}_{5}(x)+2 b \operatorname{Li}_{5}(1-x)+2 b \operatorname{Li}_{5}\left(1-\frac{1}{x}\right)+ \tag{C.1.1a}
\end{align*}
$$

$$
\begin{align*}
& +\frac{2}{a b c(c-a))} \operatorname{Li}_{5}\left(\left[\frac{t}{x^{a}(1-x)^{b}}\right]+\left[\frac{t}{x^{c}(x-1)^{b}}\right]\right)+  \tag{C.1.1b}\\
& +\sum_{i}\left\{-\frac{b}{2(c-a)} \operatorname{Li}_{5}\left(\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right)+\right.  \tag{C.1.1c}\\
& \quad+\left(\frac{c-a}{2 b}+2\right) \operatorname{Li}_{5}\left(x p_{i}\right)+\left(\frac{c-a}{2 b}-2\right) \operatorname{Li}_{5}\left(\frac{x}{p_{i}}\right)+  \tag{C.1.1d}\\
& \quad+\frac{2 b}{a} \operatorname{Li}_{5}\left(\left[\frac{1}{1-p_{i}}\right]-\left[\frac{1-x}{1-p_{i}}\right]-\left[\frac{1-1 / x}{1-p_{i}}\right]\right)+  \tag{C.1.1e}\\
& \left.\quad-\frac{2 b}{c} \operatorname{Li}_{5}\left(\left[\frac{1}{1-1 / p_{i}}\right]-\left[\frac{1-x}{1-1 / p_{i}}\right]-\left[\frac{1-1 / x}{1-1 / p_{i}}\right]\right)\right\} . \tag{C.1.1f}
\end{align*}
$$

## C. 2 Proof of the theorem

This theorem is proven by directly computing and comparing the symbol of both sides. I will break this down into a number of easier to understand steps.

## C.2.1 Symbol of the right hand side

Let's compute the symbol of the RHS of Equation C.1.1 and gather by the last tensor factor initially. We know that $\mathcal{S}\left(\operatorname{Li}_{5}(\alpha)\right) \stackrel{\text { ש }}{=}-(1-\alpha) \wedge \alpha \otimes \alpha^{\otimes 3}$. We shall write $\{\alpha\}_{n}=-(1-\alpha) \wedge \alpha \otimes \alpha^{n-2}$, so that we may write the symbol of $\operatorname{Li}_{5}(\alpha)$ as $\{\alpha\}_{4} \otimes \alpha$ or $\{\alpha\}_{3} \otimes \alpha \otimes \alpha$ for simplicity.

Equation C.1.1a; The symbol of this is

$$
-c\{x\}_{4} \otimes x+2 b\{1-x\}_{4} \otimes(1-x)+2 b\{1-1 / x\}_{4} \otimes(1-1 / x)
$$

Now expand out $\otimes(1-1 / x)=\otimes(1-x)-\otimes x$ to get

$$
\begin{aligned}
\mathcal{S}(\underline{\text { Equation C.1.1a }}= & -\left(c\{x\}_{4}+2 b\{1-1 / x\}_{4}\right) \otimes x+ \\
& +\left(2 b\{1-x\}_{4}+2 b\{1-1 / x\}_{4}\right) \otimes(1-x)
\end{aligned}
$$

Equation C.1.1b; The symbol of this is

$$
\frac{2}{a b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4} \otimes \frac{t}{x^{a}(1-x)^{b}}+\frac{2}{a b c(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4} \otimes \frac{t}{x^{c}(x-1)^{b}}
$$

Since $t= \pm \prod_{j} p_{j}$, and $\pm 1$ is irrelevant in the symbol, we have that $\otimes \frac{t}{x^{a}(1-x)^{b}}=\otimes \frac{\prod_{j} p_{j}}{x^{a}(1-x)^{b}}=$ $\otimes\left(\sum_{j}\left[p_{j}\right]-a[x]-b[1-x]\right)$. So we obtain

$$
\begin{aligned}
\mathcal{S}(\text { Equation C.1.1b }= & \frac{2}{a b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4} \otimes\left(\sum_{i}\left[p_{i}\right]-a[x]-b[1-x]\right)+ \\
& +\frac{2}{a b c(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4} \otimes\left(\sum_{i}\left[p_{i}\right]-c[x]-b[1-x]\right) .
\end{aligned}
$$

Equation C.1.1d; The symbol of this is

$$
\sum_{i}\left(\frac{c-a}{2 b}+2\right)\left\{x p_{i}\right\}_{4} \otimes\left(x p_{i}\right)+\left(\frac{c-a}{2 b}-2\right)\left\{\frac{x}{p_{i}}\right\}_{4} \otimes \frac{x}{p_{i}},
$$

which expands out to give

$$
\begin{aligned}
\mathcal{S}(\text { Equation C.1.1d })= & \sum_{i}\left(\frac{c-a}{2 b}+2\right)\left\{x p_{i}\right\}_{4} \otimes\left([x]+\left[p_{i}\right]\right)+ \\
& +\sum_{i}\left(\frac{c-a}{2 b}-2\right)\left\{\frac{x}{p_{i}}\right\}_{4} \otimes\left([x]-\left[p_{i}\right]\right) .
\end{aligned}
$$

Remark C.2.1. In the remaining terms we will need to use the result that

$$
1-p_{i}= \pm \frac{\prod_{j} p_{j}^{1 / b}}{p_{i}^{a / b}}
$$

since the $p_{i}$ are roots of the equation $x^{a}(1-x)^{b}=t$. Doing this does assume that $a, b>0$, in order to have $\prod p_{j}= \pm t$. This allows us to eliminate $1-p_{i}$ factors in favour of $p_{i}$ factors in the symbol.

Equation C.1.1c The symbol is

$$
\sum_{i}-\frac{b}{2(c-a)}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4} \otimes \frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}
$$

Using the above, we find the last factor expands out to

$$
\otimes\left(2[1-x]-[x]+\left[p_{i}\right]-2\left[1-p_{i}\right]\right)
$$

and that $1-p_{i}$ further expands out to

$$
\otimes\left(\frac{1}{b} \sum_{j}\left[p_{j}\right]-\frac{a}{b}\left[p_{i}\right]\right),
$$

giving overall

$$
\otimes\left(2[1-x]-[x]+\left[p_{i}\right]-\frac{2}{b} \sum_{j}\left[p_{j}\right]+\frac{2 a}{b}\left[p_{i}\right]\right) .
$$

So

$$
\begin{aligned}
\mathcal{S}(\overline{\text { Equation C.1.1c }}= & \sum_{i}-\frac{b}{2(c-a)}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4} \otimes \\
& \otimes\left(2[1-x]-[x]+\left[p_{i}\right]-\frac{2}{b} \sum_{j}\left[p_{j}\right]+\frac{2 a}{b}\left[p_{i}\right]\right) .
\end{aligned}
$$

Equation C.1.1e The symbol of this is

$$
\frac{2 b}{a}\left(\left\{\frac{1}{1-p_{i}}\right\}_{4} \otimes \frac{1}{1-p_{i}}-\left\{\frac{1-x}{1-p_{i}}\right\}_{4} \otimes \frac{1-x}{1-p_{i}}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4} \otimes \frac{1-1 / x}{1-p_{i}}\right) .
$$

The terms gather as follows, to give

$$
\mathcal{S}\left(\overline{\text { Equation C.1.1e }}=\sum_{i}-\frac{2 b}{a}\left(\left\{\frac{1}{1-p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}\right) \otimes\right.
$$

$$
\begin{aligned}
& \quad \otimes\left(\frac{1}{b} \sum_{j}\left[p_{j}\right]-\frac{a}{b}\left[p_{i}\right]\right)+ \\
& -\frac{2 b}{a}\left(\left\{\frac{1-x}{1-p_{i}}\right\}_{4}+\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}\right) \otimes(1-x)+ \\
& +\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4} \otimes x
\end{aligned}
$$

Equation C.1.1f: The symbol of this is

$$
-\frac{2 b}{c}\left(\left\{\frac{1}{1-1 / p_{i}}\right\}_{4} \otimes \frac{1}{1-1 / p_{i}}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4} \otimes \frac{1-x}{1-1 / p_{i}}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4} \otimes \frac{1-1 / x}{1-1 / p_{i}}\right) .
$$

The terms gather as follows, to give

$$
\begin{aligned}
\mathcal{S}(\overline{\text { Equation C.1.1f }}= & \sum_{i} \frac{2 b}{c}\left(\left\{\frac{1}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right) \otimes \\
& \otimes\left(-\left[p_{i}\right]+\frac{1}{b} \sum_{j}\left[p_{j}\right]-\frac{a}{b}\left[p_{i}\right]\right)+ \\
& +\frac{2 b}{c}\left(\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}+\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right) \otimes(1-x)+ \\
& -\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4} \otimes x
\end{aligned}
$$

Now we can gather all of the terms of the symbol of the RHS of Equation C.1.1.
$\mathcal{S}($ Equation C.1.1 RHS $)=$

$$
\begin{aligned}
(-c & \{x\}_{4}-2 b\{1-1 / x\}_{4}+ \\
& -\frac{2}{b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4}-\frac{2}{a b(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4}+ \\
& +\left(\frac{c-a}{2 b}+2\right) \sum_{i}\left\{x p_{i}\right\}_{4}+\left(\frac{c-a}{2 b}-2\right) \sum_{i}\left\{\frac{x}{p_{i}}\right\}_{4}+ \\
& +\frac{b}{2(c-a)} \sum_{i}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4}+ \\
& \left.+\frac{2 b}{a} \sum_{i}\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}-\frac{2 b}{c} \sum_{i}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right) \otimes x+
\end{aligned}
$$

$$
+\left(2 b\{1-x\}_{4}+2 b\{1-1 / x\}_{4}+\right.
$$

$$
\begin{equation*}
-\frac{2}{a c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4}-\frac{2}{a c(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4}+ \tag{C.2.1}
\end{equation*}
$$

$$
-\sum_{j}\left(\frac{b}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4}+\right.
$$

$$
\left.\left.-\frac{2 b}{a}\left\{\frac{1-x}{1-p_{i}}\right\}_{4}-\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}+\frac{2 b}{c}\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}+\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right)\right) \otimes(1-x)+
$$

$$
+\sum_{i}\left(\frac{2}{a b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4}+\frac{2}{a b c(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4}+\right.
$$

$$
+\left(\frac{c-a}{2 b}+2\right)\left\{x p_{i}\right\}_{4}-\left(\frac{c-a}{2 b}-2\right)\left\{\frac{x}{p_{i}}\right\}_{4}+
$$

$$
\begin{aligned}
& +\sum_{j}\left(\frac{1}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{j}}{\left(1-p_{j}\right)^{2}}\right\}_{4}\right)+\frac{1}{2}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4}+ \\
& -\frac{2}{a} \sum_{j}\left(\left\{\frac{1}{1-p_{j}}\right\}_{4}-\left\{\frac{1-x}{1-p_{j}}\right\}_{4}-\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{4}\right)-2\left(\left\{\frac{1}{1-p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}\right)+ \\
& +\frac{2}{c} \sum_{j}\left(\left\{\frac{1}{1-1 / p_{j}}\right\}_{4}-\left\{\frac{1-x}{1-1 / p_{j}}\right\}_{4}-\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{4}\right)+ \\
& \left.\quad+2\left(\left\{\frac{1}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right)\right) \otimes p_{i} .
\end{aligned}
$$

## C.2. 2 Symbol of the left hand side

For the LHS we need a good way of writing the symbol of $I_{4,1}(x, y)$, modulo $\boldsymbol{\omega}$. Or at least a good way of writing the symbol of $I_{4,1}^{-}(x, y)$, modulo $ш$.

Perhaps the nicest expression for the symbol of $I_{4,1}(x, y) \bmod \amalg$ is the one given in Proposition 7.4.3 which gives it a structure similar to that of $\kappa$, and the ' $\phi_{5}$ ' element Goncharov defines. Recall that this states

Proposition 7.4.3. Modulo products, the symbol of $I_{4,1}(x, y)$ be can be expressed as follows.

$$
\begin{aligned}
I_{4,1}(x, y) & \stackrel{\amalg}{=} \\
& -3\left\{\frac{x}{y}\right\}_{5}-\{x\}_{5}-\{y\}_{5}+ \\
& +\left\{\frac{x}{y}\right\}_{4} \otimes \frac{1-x}{1-y}+\{x\}_{4} \otimes(1-y)+\{y\}_{4} \otimes(1-x)+ \\
& -\left(\{1-x\}_{3}+\{1-y\}_{3}-\left\{\frac{1-x}{1-y}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / y}\right\}_{3}\right) \otimes \frac{x}{y} \otimes \frac{x}{y}+ \\
& +\left(\{x\}_{3} \otimes(1-y)-\{y\}_{3} \otimes(1-x)+\left\{\frac{x}{y}\right\}_{3} \otimes \frac{1-x}{1-y}\right) \otimes \frac{x}{y}
\end{aligned}
$$

where we write $\{x\}_{n}$ to mean $-(1-x) \wedge x \otimes x^{n-2}$.
We therefore obtain the following expression for the symbol of $I_{4,1}^{-}(x, y)$, by summing $I_{4,1}(x, y)$ and $-I_{4,1}\left(x, \frac{1}{y}\right)$. There are a few simplifications to make immediately using $\left\{\frac{1}{y}\right\}_{n}=-(-1)^{n}\{y\}_{n}$.

$$
\begin{aligned}
& I_{4,1}(x, y)-I_{4,1}\left(x, \frac{1}{y}\right) \stackrel{\amalg}{=} \\
&-3\left\{\frac{x}{y}\right\}_{5}+3\{x y\}_{5}+2\{y\}_{4} \otimes(1-x)+ \\
&+\left\{\frac{x}{y}\right\}_{4} \otimes \frac{1-x}{1-y}+\{x\}_{4} \otimes(1-y)-\{x y\}_{4} \otimes \frac{1-x}{1-1 / y}-\{x\}_{4} \otimes(1-1 / y)+ \\
&-\left(\{1-x\}_{3}+\{1-y\}_{3}-\left\{\frac{1-x}{1-y}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / y}\right\}_{3}\right) \otimes \frac{x}{y} \otimes \frac{x}{y}+ \\
&+\left(\{1-x\}_{3}+\{1-1 / y\}_{3}-\left\{\frac{1-x}{1-1 / y}\right\}_{3}+\left\{\frac{1-1 / x}{1-y}\right\}_{3}\right) \otimes x y \otimes x y+ \\
&+\left(\{x\}_{3} \otimes(1-y)-\{y\}_{3} \otimes(1-x)+\left\{\frac{x}{y}\right\}_{3} \otimes \frac{1-x}{1-y}\right) \otimes \frac{x}{y}
\end{aligned}
$$

$$
-\left(\{x\}_{3} \otimes(1-1 / y)-\{1 / y\}_{3} \otimes(1-x)+\{x y\}_{3} \otimes \frac{1-x}{1-1 / y}\right) \otimes x y,
$$

Now sum over $y=p_{i}$, to obtain the LHS of the identity in Equation C.1.1 We obtain

$$
\begin{aligned}
I_{4,1}\left(x, \sum_{i}\right. & {\left.\left[p_{i}\right]\right)-I_{4,1}\left(x, \sum_{i}\left[\frac{1}{p_{i}}\right]\right) \stackrel{\amalg}{=} } \\
\sum_{i}( & -3\left\{\frac{x}{p_{i}}\right\}_{4} \otimes \frac{x}{p_{i}}+3\left\{x p_{i}\right\}_{4} \otimes\left(x p_{i}\right) \quad+2\left\{p_{i}\right\}_{4} \otimes(1-x)+ \\
& +\left\{\frac{x}{p_{i}}\right\}_{4} \otimes \frac{1-x}{1-p_{i}}+\{x\}_{4} \otimes\left(1-p_{i}\right)-\left\{x p_{i}\right\}_{4} \otimes \frac{1-x}{1-1 / p_{i}}-\{x\}_{4} \otimes\left(1-1 / p_{i}\right)+ \\
& -\left(\{1-x\}_{3}+\left\{1-p_{i}\right\}_{3}-\left\{\frac{1-x}{1-p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}\right) \otimes \frac{x}{p_{i}} \otimes \frac{x}{p_{i}}+ \\
& +\left(\{1-x\}_{3}+\left\{1-1 / p_{i}\right\}_{3}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}\right) \otimes x p_{i} \otimes x p_{i}+ \\
& +\left(\{x\}_{3} \otimes\left(1-p_{i}\right)-\left\{p_{i}\right\}_{3} \otimes(1-x)+\left\{\frac{x}{p_{i}}\right\}_{3} \otimes \frac{1-x}{1-p_{i}}\right) \otimes \frac{x}{p_{i}}+ \\
& \left.-\left(\{x\}_{3} \otimes\left(1-1 / p_{i}\right)-\left\{1 / p_{i}\right\}_{3} \otimes(1-x)+\left\{x p_{i}\right\}_{3} \otimes \frac{1-x}{1-1 / p_{i}}\right) \otimes x p_{i}\right) .
\end{aligned}
$$

Gather by the last tensor factor to obtain

$$
\begin{align*}
& \mathcal{S}(\overline{\text { Equation C.1.1 }} \mathrm{LHS}) \stackrel{\text { ש }}{=} \\
& \sum_{j}\left(-3\left\{\frac{x}{p_{j}}\right\}_{4}+3\left\{x p_{j}\right\}_{4}+\right. \\
& -\left(\{1-x\}_{3}+\left\{1-p_{j}\right\}_{3}-\left\{\frac{1-x}{1-p_{j}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}\right) \otimes \frac{x}{p_{j}}+ \\
& +\left(\{1-x\}_{3}+\left\{1-1 / p_{j}\right\}_{3}-\left\{\frac{1-x}{1-1 / p_{j}}\right\}_{3}+\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}\right) \otimes x p_{j}+ \\
& +\left(\{x\}_{3} \otimes\left(1-p_{j}\right)-\left\{p_{j}\right\}_{3} \otimes(1-x)+\left\{\frac{x}{p_{j}}\right\}_{3} \otimes \frac{1-x}{1-p_{j}}\right)+ \\
& \left.-\left(\{x\}_{3} \otimes\left(1-1 / p_{j}\right)-\left\{1 / p_{j}\right\}_{3} \otimes(1-x)+\left\{x p_{j}\right\}_{3} \otimes \frac{1-x}{1-1 / p_{j}}\right)\right) \otimes x+ \\
& +\left(\sum_{j}\left\{\frac{x}{p_{j}}\right\}_{4}-\sum_{j}\left\{x p_{j}\right\}_{4}+2 \sum_{j}\left\{p_{i}\right\}_{4}\right) \otimes(1-x)+  \tag{C.2.2}\\
& +\sum_{i}\left(3\left\{\frac{x}{p_{i}}\right\}_{4}+3\left\{x p_{i}\right\}_{4}-\left\{x p_{i}\right\}_{4}+\{x\}_{4}+\right. \\
& +\frac{a}{b}\left(\left\{\frac{x}{p_{i}}\right\}_{4}-\left\{x p_{i}\right\}_{4}\right)-\frac{1}{b} \sum_{j}\left(\left\{\frac{x}{p_{j}}\right\}_{4}-\left\{x p_{j}\right\}_{4}\right)+ \\
& +\left(\{1-x\}_{3}+\left\{1-p_{i}\right\}_{3}-\left\{\frac{1-x}{1-p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}\right) \otimes \frac{x}{p_{i}}+
\end{align*}
$$

$$
\begin{aligned}
& +\left(\{1-x\}_{3}+\left\{1-1 / p_{i}\right\}_{3}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}\right) \otimes x p_{i}+ \\
& -\left(\{x\}_{3} \otimes\left(1-p_{i}\right)-\left\{p_{i}\right\}_{3} \otimes(1-x)+\left\{\frac{x}{p_{i}}\right\}_{3} \otimes \frac{1-x}{1-p_{i}}\right)+ \\
& \left.-\left(\{x\}_{3} \otimes\left(1-1 / p_{i}\right)-\left\{1 / p_{i}\right\}_{3} \otimes(1-x)+\left\{x p_{i}\right\}_{3} \otimes \frac{1-x}{1-1 / p_{i}}\right)\right) \otimes p_{i} .
\end{aligned}
$$

## C.2.3 Comparing both sides

Now we begin to compare both sides to show they are equal. We look at the difference between Equation C.2.2 and Equation C.2.1 To do this, we first need the following result.

Proposition C.2.2. The following combination is a functional equation for $\mathrm{Li}_{4}$ :

$$
\begin{aligned}
\mathcal{F}:=-2 b\{1 & -x\}_{4}-2 b\{1-1 / x\}_{4}+ \\
& +\frac{2}{a c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{4}+\frac{2}{a c(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{4}+ \\
+ & \sum_{i}\left(\frac{b}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4}+\right. \\
& +\frac{2 b}{a}\left\{\frac{1-x}{1-p_{i}}\right\}_{4}+\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}+ \\
& \quad-\frac{2 b}{c}\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}-\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}+ \\
& \left.+\left\{\frac{x}{p_{i}}\right\}_{4}-\left\{x p_{i}\right\}_{4}+2\left\{p_{i}\right\}_{4}\right)=0 .
\end{aligned}
$$

Proof. This arises by expanding out the $\kappa$ element (essentially $I_{3,1}$ ) applied to the two term relation $\{x\}_{2}+\left\{\frac{1}{x}\right\}_{2}$, and the algebraic $\operatorname{Li}_{2}$ equation $\sum_{i}\left\{p_{i}\right\}_{2}$, in two different ways. These expansions are given in Gan00], where the expression for $\kappa\left([x]+\left[\frac{1}{x}\right], y\right)$ comes originaly from Zagier.

The difference between the two expansions of

$$
\kappa\left([x]+\left[\frac{1}{x}\right], \sum_{i}\left[p_{i}\right]\right)
$$

vanishes modulo $\amalg$. Scaling the result by $\frac{-2 b}{c-a}$, and adding $\frac{4 b c}{c-a}$ times the algebraic $\operatorname{Li}_{4}$ equation produces the combination $\mathcal{F}$. Some simplifications using \#roots $=-c$ are necessary.

## C.2.3.1 Factors ending $\otimes(1-x)$

Let us compare the $\otimes(1-x)$ factor of both sides, to see if they are equal. We see that the difference is the combination $\mathcal{F}$, from Proposition C.2.2 so the two sides are equal.

## C.2.3.2 Factors ending $\otimes p_{i}$

Now consider the $\otimes p_{i}$ factor of both sides. Take the difference of the LHS - RHS, then we can can add $\frac{1}{b} \mathcal{F}$ to obtain, after some simplification

$$
\begin{align*}
(2\{1 & -x\}_{4}+2\{1-1 / x\}_{4}-\{x\}_{4}+ \\
& -\frac{1}{2}\left\{x p_{i}\right\}_{4}-\frac{1}{2}\left\{\frac{x}{p_{i}}\right\}_{4}+ \\
& +\frac{1}{2}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{4}-\frac{2}{b} \sum_{j}\left\{p_{j}\right\}_{4}+ \\
& -\frac{2}{a} \sum_{j}\left(\left\{\frac{1}{1-p_{j}}\right\}_{4}\right)+2\left(\left\{\frac{1}{1-p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{4}\right)+ \\
& +\frac{2}{c} \sum_{j}\left(\left\{\frac{1}{1-1 / p_{j}}\right\}_{4}\right)+2\left(\left\{\frac{1}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{4}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{4}\right)+  \tag{C.2.3}\\
& -\left(\{1-x\}_{3}+\left\{1-p_{i}\right\}_{3}-\left\{\frac{1-x}{1-p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}\right) \otimes \frac{x}{p_{i}}+ \\
& -\left(\{1-x\}_{3}+\left\{1-1 / p_{i}\right\}_{3}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}\right) \otimes x p_{i}+ \\
& +\left(\{x\}_{3} \otimes\left(1-p_{i}\right)-\left\{p_{i}\right\}_{3} \otimes(1-x)+\left\{\frac{x}{p_{i}}\right\}_{3} \otimes \frac{1-x}{1-p_{i}}\right)+ \\
& \left.+\left(\{x\}_{3} \otimes\left(1-1 / p_{i}\right)-\left\{1 / p_{i}\right\}_{3} \otimes(1-x)+\left\{x p_{i}\right\}_{3} \otimes \frac{1-x}{1-1 / p_{i}}\right)\right) \otimes p_{i}
\end{align*}
$$

Now recall the algebraic $\mathrm{Li}_{4}$ functional equation from Proposition 7.3.7 It says that
Proposition 7.3.7 (Algebraic $\operatorname{Li}_{4}$ equation, Lemma 4.1, Equation (4.1.6), in Gan95). The following is a functional equation for $\mathrm{Li}_{4}$.

$$
\operatorname{Li}_{4}\left(\sum_{i} \frac{1}{a}\left[\frac{1}{1-p_{i}}\right]+\frac{1}{b}\left[p_{i}\right]+\frac{1}{c}\left[1-\frac{1}{p_{i}}\right]\right) \stackrel{\omega}{=} 0
$$

where $c$ is defined by $a+b+c=0$.
Multiplying the functional equation in this result by 2 , and inverting the last argument shows that

$$
\frac{2}{a} \sum_{j}\left(\left\{\frac{1}{1-p_{j}}\right\}_{4}\right)+\frac{2}{b} \sum_{j}\left\{p_{j}\right\}_{4}-\frac{2}{c} \sum_{j}\left(\left\{\frac{1}{1-1 / p_{j}}\right\}_{4}\right)=0 .
$$

Use this to kill the three sums in Equation C.2.3. Now expand out and gather by the fourth tensor factor of the remainder. Use $\{\alpha\}_{4}=\{\alpha\}_{3} \otimes \alpha$, and don't bother converting $1-p_{i}$ into $p_{j}$ 's. We obtain the following

$$
\begin{aligned}
& \left(2\{x\}_{3}+2\{1-1 / x\}_{3}+\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{3}+\right. \\
& \quad-2\left\{\frac{1-x}{1-p_{i}}\right\}_{3}-2\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}-2\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}-2\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}+ \\
& \left.\quad-2\left\{p_{i}\right\}_{3}+\left\{\frac{x}{p_{i}}\right\}_{3}+\left\{x p_{i}\right\}_{3}\right) \otimes(1-x) \otimes p_{i}+
\end{aligned}
$$

$$
\begin{align*}
& +\left(\begin{array}{l}
-2\{1-1 / x\}_{3}-\{x\}_{3}-\frac{1}{2}\left\{x p_{i}\right\}_{3}-\frac{1}{2}\left\{\frac{x}{p_{i}}\right\}_{3}+ \\
\\
-\frac{1}{2}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{3}+\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}+ \\
\\
\left.-\left\{1-1 / p_{i}\right\}_{3}+\left\{\frac{1-x}{1-p_{i}}\right\}_{3}+\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}\right) \otimes x \otimes p_{i}+ \\
+ \\
\left.+\frac{1}{2}\left\{x p_{i}\right\}_{3}+\frac{1}{2}\left\{\frac{x}{p_{i}}\right\}_{3}+\frac{1}{2}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right.}\right)\right\}_{3}^{2}+ \\
\\
+\left\{1-1 / p_{i}\right\}_{3}-\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}+ \\
+\left(-\left\{\frac{\left.\left.1-p_{i}\right\}_{3}-\left\{\frac{1-x}{1-p_{i}}\right\}_{3}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}-\{x\}_{3}\right) \otimes p_{i} \otimes p_{i}+}{x} \frac{p_{i}}{\left.\left(1-p_{i}\right)^{2}\right\}_{3}-2\left\{1-p_{i}\right\}_{3}+2\left\{\frac{1-x}{1-p_{i}}\right\}_{3}+2\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}+}\right.\right. \\
\quad-2\left\{1-1 / p_{i}\right\}_{3}+2\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}+2\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}+ \\
\\
\left.\quad+2\{x\}_{3}-\left\{\frac{x}{p_{i}}\right\}_{3}-\left\{x p_{i}\right\}_{3}\right) \otimes\left(1-p_{i}\right) \otimes p_{i} .
\end{array}\right.
\end{align*}
$$

Recall the 3 -term identity for $\mathrm{Li}_{3}$. Also recall Kummer's functional equation for $\mathrm{Li}_{3}$.
Lemma C.2.3 (3-term). The following combination is a functional equation for $\mathrm{Li}_{3}$

$$
\mathcal{T}:=\{x\}_{3}+\{1-x\}_{3}+\{1-1 / x\}_{3}=0 .
$$

Proposition C.2.4 (Kummer). The following combination is a functional equation for $\mathrm{Li}_{3}$

$$
\begin{aligned}
\mathcal{K}_{x, y}:=- & \left\{\frac{(1-x)^{2}}{x} \frac{y}{(1-y)^{2}}\right\}_{3}-\left\{\frac{x}{y}\right\}_{3}-\{x y\}_{3}+2\{y\}_{3}+2\{x\}_{3}+ \\
& +2\left\{\frac{1-x}{1-y}\right\}_{3}+2\left\{\frac{1-x}{1-1 / y}\right\}_{3}+2\left\{\frac{1-1 / x}{1-y}\right\}_{3}+2\left\{\frac{1-1 / x}{1-1 / y}\right\}_{3}=0 .
\end{aligned}
$$

We can use these functional equations to show that the expression in Equation C.2.4 vanishes. Specifically it is equal to

$$
\begin{aligned}
& \left(\mathcal{K}_{x, p_{i}}-2 \mathcal{T}_{x}\right) \otimes(1-x) \otimes p_{i}+\left(-\frac{1}{2} \mathcal{K}_{x, p_{i}}+2 \mathcal{T}_{x}+\mathcal{T}_{p_{i}}\right) \otimes x \otimes p_{i}+ \\
& +\left(\frac{1}{2} \mathcal{K}_{x, p_{i}}-\mathcal{T}_{p_{i}}\right) \otimes p_{i} \otimes p_{i}+\left(-\mathcal{K}_{x, p_{i}}+2 \mathcal{T}_{p_{i}}\right) \otimes\left(1-p_{i}\right) \otimes p_{i}=0
\end{aligned}
$$

So the difference between the $\otimes p_{i}$ factors is zero, meaning the factors on both sides are equal.

## C.2.3.3 Factors ending $\otimes x$

Now consider the $\otimes x$ factor. Expand out, and gather by the fourth factor. This time, convert the $1-p_{i}$ terms to $p_{j}$ 's when gathering. We obtain

$$
\left(-c\{x\}_{3}+2 b\{1-1 / x\}_{3}+\right.
$$

$$
\begin{align*}
& +\frac{2 a}{b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{3}+\frac{2 c}{a b(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{3}+ \\
& +\sum_{j}\left(\left(\frac{c-a}{2 b}-1\right)\left\{x p_{j}\right\}_{3}+\left(\frac{c-a}{2 b}-1\right)\left\{\frac{x}{p_{j}}\right\}_{3}-\frac{b}{2(c-a)}\left\{\frac{(1-x)^{2}}{x} \frac{p_{j}}{\left(1-p_{j}\right)^{2}}\right\}_{3}+\right. \\
& -\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}+\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}+\left\{1-p_{j}\right\}_{3}-\left\{1-1 / p_{j}\right\}_{3}+ \\
& \left.\left.-\left\{\frac{1-x}{1-p_{j}}\right\}_{3}+\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}+\left\{\frac{1-x}{1-1 / p_{j}}\right\}_{3}-\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}\right)\right) \otimes x \otimes x+ \\
& +\left(-2 b\{1-1 / x\}_{3}+\right. \\
& +\frac{2}{c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{3}+\frac{2}{a(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{3}+ \\
& +\sum_{j}\left(\frac{b}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{j}}{\left(1-p_{j}\right)^{2}}\right\}_{3}+\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}+\right.  \tag{C.2.5}\\
& \left.\left.-\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}-\left\{\frac{x}{p_{j}}\right\}_{3}+\left\{x p_{j}\right\}_{3}\right)\right) \otimes(1-x) \otimes x+ \\
& +\sum_{i}\left(\frac{-2}{b c(c-a)}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{3}+\frac{-2}{a b(c-a)}\left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{3}+\right. \\
& +\left(\frac{c-a}{2 b}-1\right)\left\{x p_{i}\right\}_{3}-\left(\frac{c-a}{2 b}+1\right)\left\{\frac{x}{p_{i}}\right\}_{3}+ \\
& +\frac{b}{2(c-a)}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{3}-\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}-2\{1-x\}_{3}+ \\
& -\left\{1-p_{i}\right\}_{3}+\left\{\frac{1-x}{1-p_{i}}\right\}_{3}-\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}-\left\{1-1 / p_{i}\right\}_{3}+ \\
& +\left\{\frac{1-x}{1-1 / p_{i}}\right\}_{3}-\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}-\{x\}_{3}+\left\{x p_{i}\right\}_{3}+ \\
& +\frac{1}{b} \sum_{j}\left(\frac{-b}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{j}}{\left(1-p_{j}\right)^{2}}\right\}_{3}-\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}+\right. \\
& \left.+\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}+\left\{\frac{x}{p_{j}}\right\}_{3}-\left\{x p_{j}\right\}_{3}\right)+ \\
& -\frac{a}{b}\left(\frac{-b}{c-a}\left\{\frac{(1-x)^{2}}{x} \frac{p_{i}}{\left(1-p_{i}\right)^{2}}\right\}_{3}-\frac{2 b}{a}\left\{\frac{1-1 / x}{1-p_{i}}\right\}_{3}+\right. \\
& \left.\left.+\frac{2 b}{c}\left\{\frac{1-1 / x}{1-1 / p_{i}}\right\}_{3}+\left\{\frac{x}{p_{i}}\right\}_{3}-\left\{x p_{i}\right\}_{3}\right)\right) \otimes p_{i} \otimes x .
\end{align*}
$$

Recall from Gangl Gan00, the following $\operatorname{Li}_{3}$ functional equation, and also a related version

Proposition C.2.5. The following are functional equations for $\mathrm{Li}_{3}$

$$
\mathcal{G}_{1}:=\frac{1}{a b c}\left\{\frac{t}{x^{a}(1-x)^{b}}\right\}_{3}+\sum_{j}\left(\frac{1}{a}\left\{\frac{1-x}{1-p_{j}}\right\}_{3}+\frac{1}{c}\left\{\frac{1-1 / x}{1-1 / p_{j}}\right\}_{3}+\right.
$$

$$
\begin{aligned}
& \left.+\frac{1}{b}\left\{\frac{x}{p_{j}}\right\}_{3}-\frac{1}{a}\left\{1-p_{j}\right\}_{3}\right)+\{1-1 / x\}_{3}=0 \\
\mathcal{G}_{2}:=\frac{1}{a b c} & \left\{\frac{t}{x^{c}(x-1)^{b}}\right\}_{3}+\sum_{j}\left(\frac{1}{c}\left\{\frac{1-x}{1-1 / p_{j}}\right\}_{3}+\frac{1}{a}\left\{\frac{1-1 / x}{1-p_{j}}\right\}_{3}+\right. \\
& \left.+\frac{1}{b}\left\{x p_{j}\right\}_{3}-\frac{1}{c}\left\{1-1 / p_{j}\right\}_{3}\right)+\{1-x\}_{3}
\end{aligned}=0 .
$$

Proof. One equation comes directly from Gangl Gan00. The other can be obtained by setting $x \mapsto 1 / x$, and using that

$$
\sum_{j} \frac{1}{a}\left\{1-p_{j}\right\}_{3}=\sum_{j} \frac{1}{c}\left\{1-1 / p_{j}\right\}_{3}
$$

This can be obtained by by writing $\left\{p_{j}\right\}_{3}=-\left\{1-1 / p_{j}\right\}_{3}-\left\{1-p_{j}\right\}_{3}$ using the 3-term relation, and substituting this into the algebraic $\mathrm{Li}_{3}$ equation

$$
\sum_{j}-\frac{1}{a}\left\{1-p_{j}\right\}_{3}+\frac{1}{b}\left\{p_{j}\right\}_{3}=0
$$

given in Proposition 7.3.5

If we use these, and the equations in previous propositions, we see that all factors here cancel, as follows. The expression in Equation C.2.5 is equal to

$$
\begin{aligned}
& \frac{1}{c-a}\left(2 a^{2} \mathcal{G}_{1}+2 c^{2} \mathcal{G}_{2}+\frac{b}{2} \sum_{j} \mathcal{K}_{x, p_{j}}-b \sum_{j} \mathcal{T}_{p_{j}}-2 c^{2} \mathcal{T}_{x}\right) \otimes x \otimes x+ \\
& +\frac{1}{c-a}\left(2 a b \mathcal{G}_{1}+2 b c \mathcal{G}_{2}-b \sum_{j} \mathcal{K}_{x, p_{j}}+2 b \sum_{j} \mathcal{T}_{p_{j}}-2 b c \mathcal{T}_{x}\right) \otimes(1-x) \otimes x+ \\
& +\frac{1}{c-a} \sum_{i}\left(-2 a \mathcal{G}_{1}-2 c \mathcal{G}_{2}+\sum_{j} \mathcal{K}_{x, p_{j}}-2 \sum_{j} \mathcal{T}_{p_{j}}+\right. \\
& \left.\quad+\frac{c-a}{2} \mathcal{K}_{x, p_{i}}+(c-a) \mathcal{T}_{p_{i}}-2 a \mathcal{T}_{x}\right) \otimes p_{i} \otimes x=0
\end{aligned}
$$

This shows that the difference of the $\otimes x$ factors of the two sides is 0 , so they are equal.

## C.2.4 End of proof

The results in the above subsections show that both sides agree exactly. Section C.2.3.1 shows that the $\otimes(1-x)$ factors agree, Section C.2.3.2 shows that the $\otimes p_{i}$ factors agree, and Section C.2.3.3 shows that the $\otimes x$ factors agree on both sides. Combining these subsections completes the proof of the identity in Theorem C.1.1

